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#### Abstract

Assume that $n$ independent copies of $Y=X+\epsilon$ are observed where $\epsilon$ is an unobservable measurement error with a known distribution. We consider the problem of estimating the unknown density of $X$ when this density is known to lie in a given smoothness class. An iterative procedure for estimating the unknown density is introduced. Rates of convergence for mean integrated squared error are studied for smoothness classes arising from Fourier conditions. Minimax rates are derived for these classes. The sequence of estimators resulting from the iterative procedure is shown to attain the optimal rates both for smooth and for supersmooth error densities. The iterative scheme allows one to perform density estimation from contaminated observations by simple additive corrections to an appropriate ordinary kernel density estimator. In this way, the effect of the perturbation due to contamination by $\epsilon$ may be quantified. In addition, we demonstrate that the sequence of estimators converges exponentially fast to a specific estimator within the class of deconvoluting kernel density estimators. We also address the subtle theoretical issues that arise when the error density is not in $L_{2}(\mathbb{R})$ leading to a modification of the iterative procedure.
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## 1 Introduction

Deconvolution has been a topic of intensive study during the last decade. Some recent additions to the literature are [24], [25], [20], [18], [32], [13], [23], [7], [8]. Early interest goes back to [6] and [14], when estimation of a cumulative distribution function is considered when data are contaminated by measurement error. More recently, the emphasis in the deconvolution context has been mostly on estimating density functions. [28], [2], [21], [30], [29], [9], [10], [11], [12], [22], [16], [17], [18] constitute examples. Related to our work are also [31], [4], [15], and [19] where adaptive density estimators for certain deconvolution problems are considered. Our results and the methods to prove them are different. Finally, [3] and [33] give book length introductions to deconvolution and density estimation.
The present paper aims to contribute to this line of work.
Assume that $\left(X_{j}, \epsilon_{j}\right), j=1,2, \ldots, n$ are iid. bivariate random vectors where $X_{j}$ has an unknown density $f, \epsilon_{j}$ has a known density $g$ and is independent of $X_{j}$. The aim is to estimate the density $f$ based on the observations

$$
\begin{equation*}
Y_{j}=X_{j}+\epsilon_{j} \quad j=1,2, \ldots, n \tag{1.1}
\end{equation*}
$$

where it is known a priori that $f$ belongs to some class of functions $\mathcal{F}$. Both the $X_{j}$ and the $\epsilon_{j}$ are unobservable.

One might interpret the observations $Y_{j}$ as measurements on the $X_{j}$ that are corrupted by measurement error. But the measurement error context is not the only area where mixture models of type (1.1) arise. These models and the resulting density estimation problems appear naturally in many branches of statistics. Here, we only mention the empirical Bayes approach to compound decision problems as introduced in [27]. Using the notation employed earlier, let $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ be a set of parameters and let $f(x)$ be an unknown prior density. Conditionally on $X_{j}=x$ the observed $Y_{j}$ are realisations of independent random variables with known parametric density $\tilde{g}(y / x)$. Then, unconditionally, the $Y_{j}$ are realizations from a distribution with density $\int \tilde{g}(y / x) f(x) d x$. The empirical Bayes approach now consists of estimating $f(x)$ using $Y_{1}, Y_{2}, \ldots, Y_{n-1}$ and then utilizes this estimate to obtain the posterior distribution of $X_{n}$ given $Y_{n}$. Thus, for the location model where $\tilde{g}(y / x)=g(y-x)$, we encounter the density estimation problem stated earlier.

When estimating the density of a mixture component, the issue of identifiability arises. We shall call a density $f$ identifiable in a convolution with a density $g$, if the following implication holds:

$$
\int g(y-x) f(x) d x=\int g(y-x) \tilde{f}(x) d x \Longrightarrow f(x)=\tilde{f}(x) \text { a.e. }
$$

Making use of the characteristic functions $\Psi_{f}, \Psi_{\tilde{f}}, \Psi_{g}$, identifiability of $f$ follows from

$$
\Psi_{f}(t) \cdot \Psi_{g}(t)=\Psi_{\tilde{f}}(t) \cdot \Psi_{g}(t) \Longrightarrow \Psi_{f}(t)=\Psi_{\tilde{f}}(t) \forall t \in \mathbb{R}
$$

This implication holds, for example, if $\Psi_{g}(t) \neq 0$ for all $t \in \mathbb{R}$. Hence, a non-vanishing characteristic function of error guarantees identifiability. This is not the weakest such assumption, but it is simple and we will use it throughout. In this paper we extend existing results in several directions. As in [12], we study minimax rates of convergence for the density estimation problem over certain smoothness classes. But while [12] focusses on Holder classes and $L_{p}$-risk on a compact interval, we deal with smoothness classes arising from Fourier conditions and with $L_{2}$-risk on the entire real line. [23] is also concerned with $L_{2}$-risk on the real line and with a similar function class but only considers smooth error densities. In contrast, we also study the problem for supersmooth error densities. In this context, deconvolution is more difficult. Some subtle theoretical issues arise depending on whether the density of error is square integrable or not. The latter necessitates some modifications in the iterative procedure. We study both cases in detail putting them on firm functional analytic ground. A further innovation is the introduction of an iterative procedure for density estimation. This procedure starts from an ordinary density estimator that ignores the effect of contamination and successively performs additive corrections. In this way, the effect of contamination by the error random variable $\epsilon$ may be quantified. In addition, we show that the sequence of estimators resulting from the iterative procedure converges exponentially fast to a specific member in the class of deconvoluting kernel density estimators.

## 2 Iterative deconvolution for square integrable error densities

In addition to the notation already introduced for the model (1.1), we here define the function class

$$
\begin{equation*}
\mathcal{F}^{\beta, a}:=\left\{\operatorname{densities} f \mid f \in L_{2}(\mathbb{R}) \text { and } \int_{\omega}^{\infty}\left|\Psi_{f}(t)\right|^{2} d t \leq a \omega^{1-2 \beta}, \forall \omega>\omega_{0}\right\} \tag{2.1}
\end{equation*}
$$

for fixed contants $a>0, \omega_{0}>0$ and $\beta>\frac{1}{2}$. This is the smoothness class for which we aim to establish minimax results for mean integrated squared error (MISE) and develop an iterative procedure that attains the optimal rate. The iterative procedure turns out to depend on whether the density of error is square integrable or not. Also, the properties of the resulting estimator sequence depend on the rate of decrease of the characteristic function of error. In view of this, we distinguish several cases and first study the problem for densities of error belonging to the class

$$
\begin{equation*}
\mathcal{F}_{\epsilon, 2, \eta}=\left\{\text { densities }\left.g\left|g \in L_{2}(\mathbb{R}),\left|\Psi_{g}(t)\right| \neq 0, \forall t \in \mathbb{R}, \text { and }\right| \Psi_{g}(t)|\geq d| t\right|^{-\eta}, \forall|t|>T\right\} \tag{2.2}
\end{equation*}
$$

for some positive constants $d, T$ and $\eta>\frac{1}{2}$.
In accordance with common practice, we refer to the densities in $\mathcal{F}_{\epsilon, 2, \eta}$ as smooth densities. An example of such a density is the double-exponential for which $g(x)=\frac{1}{2} \exp (-|x|)$ with $\Psi_{g}(t)=$ $\left(1+t^{2}\right)^{-1}$.
To introduce the iterative procedure conveniently, we first define several operators. Towards this end we write

$$
\begin{equation*}
L_{2}^{\omega}(\mathbb{R})=\left\{f \in L_{2}(\mathbb{R}) \mid \Psi_{f}(t)=0 \quad \lambda \text { - a.e. } \forall t \text { with }|t|>\omega\right\} \tag{2.3}
\end{equation*}
$$

where $\lambda$ is Lebesgue measure. $L_{2}^{\omega}(\mathbb{R})$ is a closed linear subspace of the Hilbert space $L_{2}(\mathbb{R})$ and therefore is a Hilbert space itself. Linearity of $L_{2}^{\omega}(\mathbb{R})$ is elementary and closedness can be seen as follows: If $\left(f_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $L_{2}^{\omega}(\mathbb{R})$ which converges to some $f \in L_{2}(\mathbb{R})$ in the $L_{2}(\mathbb{R})-\operatorname{Norm}\|\cdot\|_{L_{2}(\mathbb{R})}$, then $\Psi_{f}(t)=\Psi_{f}(t)-\Psi_{f_{n}}(t)=\Psi_{f-f_{n}}(t), \lambda-$ a.e. $\forall t$ with $|t|>\omega$. Here, $\Psi_{f}$ denotes the Fourier-transform of the function $f$. Hence,

$$
\begin{align*}
\int_{-\infty}^{-\omega}\left|\Psi_{f}(t)\right|^{2} d t+\int_{\omega}^{\infty}\left|\Psi_{f}(t)\right|^{2} d t & =\left.\int_{-\infty}^{-\omega}\left|\Psi_{f-f_{n}}(t)\right|^{2}\left|d t+\int_{\omega}^{\infty}\right| \Psi_{f-f_{n}}(t)\right|^{2} d t \\
& \leq \int_{\mathbb{R}}\left|\Psi_{f-f_{n}}(t)\right|^{2} d t=\left\|\Psi_{f-f_{n}}\right\|_{L_{2}(\mathbb{R})}^{2} \\
& =2 \pi\left\|f-f_{n}\right\|_{L_{2}(\mathbb{R})}^{2} \xrightarrow{n \rightarrow \infty} 0 \tag{2.4}
\end{align*}
$$

by Parseval's identity. Therefore, since the left side of (2.4) does not depend on $n$,

$$
\int_{-\infty}^{-\omega}\left|\Psi_{f}(t)\right|^{2} d t+\int_{\omega}^{\infty}\left|\Psi_{f}(t)\right|^{2} d t=0
$$

from which it follows that $\Psi_{f}(t)=0 \lambda$-a.e. for $t$ with $|t|>\omega$ and, hence, that $f \in L_{2}^{\omega}(\mathbb{R})$.
For every closed linear subspace of a Hilbert space there is a unique operator that orthogonally projects on this subspace. In the case of $L_{2}^{\omega}(\mathbb{R})$, we denote this operator by $P_{\omega}$. Its induced operator norm is $\left\|P_{\omega}\right\|_{L_{2}(\mathbb{R}) \text {, ind. }}=1$. Also, $I-P_{\omega}$, with $I$ being the identity operator, is the unique orthogonal projection operator on the orthogonal complement

$$
\left(L_{2}^{\omega}(\mathbb{R})\right)^{\perp}=\left\{f \in L_{2}(\mathbb{R}) \mid \Psi_{f}(t)=0 \lambda \text {-a.e. for } t \in[-\omega,+\omega]\right\}
$$

and $\left\|I-P_{\omega}\right\|_{L_{2}(\mathbb{R}), \text { ind } .}=1$.
For the Fourier-transform of a projected function $f$, we have

$$
\begin{equation*}
\Psi_{P_{\omega} f}(t)=\Psi_{f}(t) \cdot 1_{[-\omega,+\omega]}(t) \tag{2.5}
\end{equation*}
$$

where $1_{A}(t)$ is the indicator function of the set $A$. For large $\omega$ and $f \in \mathcal{F}^{\beta, a}$ the distortion caused by an application of $P_{\omega}$ is small. A bound is given by

$$
\begin{equation*}
\left\|P_{\omega} f-f\right\|_{L_{2}(\mathbb{R})}^{2} \leq \frac{a}{\pi} \omega^{1-2 \beta} \tag{2.6}
\end{equation*}
$$

as can be shown by Parseval's identity, (2.5), and the definition of $\mathcal{F}^{\beta, a}$.
We also introduce convolution operators. Let $\gamma$ be any $L_{2}(\mathbb{R})$-density. Then, for any $L_{2}(\mathbb{R})$-density $f$

$$
C_{\gamma} f:=\gamma * f
$$

where $*$ is convolution. $C_{\gamma}$ is a continuous linear operator with
$\left\|C_{\gamma}\right\|_{L_{2}(\mathbb{R}), \text { ind. }} \leq\|\gamma\|_{L_{1}(\mathbb{R})}=1$. Also, since $\gamma \in L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$ and $f \in L_{2}(\mathbb{R})$, the convolution identity

$$
\begin{equation*}
\Psi_{C_{\gamma f}}=\Psi_{\gamma} \cdot \Psi_{f} \tag{2.7}
\end{equation*}
$$

holds. This identity, however, is no longer valid if we merely assume that $\gamma \in L_{1}(\mathbb{R})$. This case, i.e. when the error densities are no longer in $L_{2}$, will be studied subsequently.

We collect some further properties of these operators, for later use. Clearly, for densities $\gamma, \tilde{\gamma} \in L_{2}(\mathbb{R})$, the corresponding operators $C_{\gamma}$ and $C_{\tilde{\gamma}}$ commute and so do $C_{\gamma}$ and $P_{\omega}$. Furthermore, we have

Proposition 1 Let $\gamma \in L_{2}(\mathbb{R})$ be a density and $g \in \mathcal{F}_{\epsilon, 2, \eta}$ be the density of error.
a. The Hilbert-adjoint operator $C_{\gamma}^{t}$ of $C_{\gamma}$ is $C_{\gamma}^{t}=C_{\gamma^{-}}$where $\gamma^{-}(x)=\gamma(-x), \forall x$.
b. If $\gamma$ is an even function, then $C_{\gamma}$ is Hermitian.
c. $C_{g}$ and $C_{g^{-}}$are injective.
d. $C_{g} C_{g}^{t}=C_{g}^{t} C_{g}$ is Hermitian and positive-definite.

Proof. a. Let $f, \tilde{f}$ be in $L_{2}(\mathbb{R})$. Denote by $\langle\cdot, \cdot\rangle$ the $L_{2}(\mathbb{R})$ inner product. Then, since for all $t \in \mathbb{R} \Psi_{\gamma^{-}}(t)=\overline{\Psi_{\gamma}(t)}$, the complex-conjugate of $\Psi_{\gamma}(t)$, we have

$$
\begin{aligned}
\left\langle C_{\gamma} f, \tilde{f}\right\rangle & \left.=\frac{1}{2 \pi}<\Psi_{\gamma} \Psi_{f}, \Psi_{\tilde{f}}\right\rangle=\frac{1}{2 \pi} \int_{\mathbb{R}} \Psi_{\gamma}(t) \Psi_{f}(t) \overline{\Psi_{\tilde{f}}(t)} d t \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \Psi_{f}(t) \overline{\overline{\Psi_{\gamma}(t)} \Psi_{\tilde{f}}(t)} d t=\frac{1}{2 \pi}\left\langle\Psi_{f}, \overline{\Psi_{\gamma}} \Psi_{\tilde{f}}\right\rangle \\
& =\frac{1}{2 \pi}\left\langle\Psi_{f}, \Psi_{\gamma-} \Psi_{\tilde{f}}\right\rangle=\frac{1}{2 \pi}\left\langle\Psi_{f}, \Psi_{C_{\gamma-}-\tilde{f}}\right\rangle \\
& =\left\langle f, C_{\gamma-} \tilde{f}\right\rangle
\end{aligned}
$$

using Plancherel's identity. b. This follows from a. since for an even function $\gamma^{-}=\gamma$ and, hence, $C_{\gamma}^{+}=C_{\gamma^{-}}=C_{\gamma}$. For c. it suffices to show that the null spaces of $C_{g}, C_{g^{-}}$consist of the zero element only. This holds since $\left|\Psi_{g}(t)\right|=\left|\Psi_{g^{-}}(t)\right|>0$ for all $t \in \mathbb{R}$ by assumption. d. The stated identity is verified by

$$
C_{g}^{t} C_{g}=C_{g^{-}} C_{g}=C_{g^{-} * g}=C_{g * g^{-}}=C_{g} C_{g}^{t}
$$

Positive-definiteness follows from

$$
\begin{equation*}
\left\langle f, C_{g}^{t} C_{g} f\right\rangle=\left\langle C_{g} f, C_{g} f\right\rangle=\left\|C_{g} f\right\|_{L_{2}(\mathbb{R})}^{2} \geq 0 \text { for all } f \in L_{2}(\mathbb{R}) \tag{2.8}
\end{equation*}
$$

with equality in (2.8) if and only if $C_{g} f=0$ which by c. is equivalent to $f=0$ in the $L_{2}(\mathbb{R})$-sense. Finally,

$$
\left\langle f, C_{g}^{t} C_{g} \tilde{f}\right\rangle=\left\langle C_{g} f, C_{g} \tilde{f}\right\rangle=\left\langle C_{g}^{t} C_{g} f, f\right\rangle
$$

so that $\left(C_{g}^{t} C_{g}\right)^{t}=C_{g}^{t} C_{g}$ and $C_{g}^{t} C_{g}$ is Hermitian.

The model (1.1) implies the relationship $h=f * g$ between the densities $h, f$ and $g$ of $Y_{j}, X_{j}$ and $\epsilon_{j}$. A possible strategy to obtain an estimator $\hat{f}$ of $f$ is therefore to first estimate $h$ by $\hat{h}$, say, based on the direct observations $Y_{1}, Y_{2}, \ldots, Y_{n}$ and then to solve the functional equation

$$
\begin{equation*}
C_{g} \hat{f}=\hat{h} \tag{2.9}
\end{equation*}
$$

for $\hat{f}$. It follows from Proposition 1c. that (2.9) has at most one solution. Now, $C_{g}$ is an $L_{2}(\mathbb{R}) \rightarrow L_{2}(\mathbb{R})$ operator. However, for a given $\hat{h} \in L_{2}(\mathbb{R})$ and $g \in \mathcal{F}_{\epsilon, 2, \eta}$ a solution of (2.9) does not always exist. Setting

$$
\begin{aligned}
\hat{h} \text { with } \psi_{\hat{h}}(t) & = \begin{cases}1 & \text { if }|t| \leq 1 \\
|t|^{-3 / 4} & \text { if }|t|>1\end{cases} \\
g(x) & =\frac{1}{2} \exp (-|x|), x \in \mathbb{R}
\end{aligned}
$$

provides an example for this claim. A resolution of this difficulty is to restrict attention to certain subsets of $L_{2}(\mathbb{R})$ in the choice of the estimator $\hat{h}$. For our smoothness class $\mathcal{F}^{\beta, a}$, in view of the results on asymptotic optimality due to [5], it makes sense to restrict attention to estimators $\hat{h} \in L_{2}^{\omega}(\mathbb{R})$ for some appropriate sample size dependent $\omega=\omega(n)$. Now, (2.9) is equivalent to $C_{g}^{t} C_{g} \hat{f}=C_{g}^{t} \hat{h}$ and since both $C_{g}$ and $C_{g}^{t}$ commute with $P_{\omega}$ we arrive at

$$
\begin{equation*}
C_{g}^{t} C_{g}\left(P_{\omega} \hat{f}\right)=C_{g}^{t} P_{\omega} \hat{h} \tag{2.10}
\end{equation*}
$$

to be solved. The operator $\left.C_{g}^{t} C_{g}\right|_{L_{2}^{\omega}(\mathbb{R})}$ (i.e. $C_{g}^{t} C_{g}$ restricted to $\left.L_{2}^{\omega}(\mathbb{R})\right)$ is an $L_{2}^{\omega}(\mathbb{R}) \rightarrow L_{2}^{\omega}(\mathbb{R})$ operator and as such it is continuous. Its induced norm is not larger than the norm of $C_{g}^{t} C_{g}$ viewed as an $L_{2}(\mathbb{R}) \rightarrow L_{2}(\mathbb{R})$ operator. For any $\hat{h} \in L_{2}(\mathbb{R})$, the functional equation (2.10) possesses exactly one solution $P_{\omega} \hat{f}$ if $\omega$ is sufficiently large. This follows from

Proposition 2 For $g \in \mathcal{F}_{\epsilon, 2, \eta}$ the operator $\left.C_{g}^{t} C_{g}\right|_{L_{2}^{\omega}(\mathbb{R})}$ is invertible and for $\omega$ sufficiently large it is

$$
\begin{equation*}
\left\|I-C_{g}^{t} C_{g}\right\|_{L_{2}^{\omega}(\mathbb{R}), \text { ind } .} \leq 1-d^{2} \omega^{-2 \eta}<1 \tag{2.11}
\end{equation*}
$$

where

$$
\left\|I-C_{g}^{t} C_{g}\right\|_{L_{2}^{\omega}(\mathbb{R}), \text { ind. }}=\sup _{f \in L_{2}^{\omega}(\mathbb{R}) \backslash\{0\}} \frac{\left\|\left(I-C_{g}^{t} C_{g}\right) f\right\|_{L_{2}^{\omega}(\mathbb{R})}}{\|f\|_{L_{2}^{\omega}(\mathbb{R})}}
$$

is the induced $L_{2}^{\omega}(\mathbb{R})$-norm. The Neumann series $\sum_{j=0}^{\infty}\left(I-C_{g}^{t} C_{g}\right)^{j}$ converges in the induced $L_{2}^{\omega}(\mathbb{R})$ norm to $\left(\left.C_{g}^{t} C_{g}\right|_{L_{2}^{\omega}(\mathbb{R})}\right)^{-1}$.

Proof. It suffices to show (2.11). Then, both invertibility of the operator and convergence of the Neumann series follow from known results about Neumann series in Hilbert spaces (e.g. [26]). It is

$$
\begin{aligned}
& \left\|I-C_{g}^{t} C_{g}\right\|_{L_{2}^{\omega}, \text { ind }}=\sup _{f \in L_{2}^{\omega}(\mathbb{R}) \backslash\{0\}} \frac{\left\|\Psi_{f}-\Psi_{g}-\Psi_{g} \Psi_{f}\right\|_{L_{2}(\mathbb{R})}}{\left\|\Psi_{f}\right\|_{L_{2}^{\omega}(\mathbb{R})}} \\
= & \sup _{f \in L_{2}^{\omega}(\mathbb{R}) \backslash\{0\}} \frac{\left(\int_{-\omega}^{+\omega}\left|\Psi_{f}(t)\right|^{2}\left|1-\left|\Psi_{g}(t)\right|^{2}\right|^{2} d t\right)^{\frac{1}{2}}}{\left(\int_{-\omega}^{+\omega}\left|\Psi_{f}(t)\right|^{2} d t\right)^{\frac{1}{2}}} \\
\leq & \sup _{t \in[-\omega,+\omega]}\left\{\left|-\left|\Psi_{g}(t)\right|^{2}\right|\right\} \\
= & 1-\min \left\{\inf _{t \in[-\omega,+\omega] \backslash[-T,+T]}\left\{\left|\Psi_{g}(t)\right|^{2}\right\}, \inf _{t \in[-T,+T]}\left\{\left|\Psi_{g}(t)\right|^{2}\right\}\right\} \text { for } \omega>T . \\
\leq & 1-d^{2} \omega^{-2 \eta} \text { for } \omega>\max \left\{\left(\frac{d}{\left|\Psi_{g}\left(t_{\min }\right)\right|}\right)^{\frac{1}{\eta}}, T\right\}
\end{aligned}
$$

where $t_{\text {min }}$ is such that $\inf _{t \in[-T,+T]}\left\{\left|\Psi_{g}(t)\right|^{2}\right\}=\left|\Psi_{g}\left(t_{\text {min }}\right)\right|^{2}$.
Formally, the unique solution $P_{\omega} \hat{f}$ of (2.10) is

$$
\begin{equation*}
P_{\omega} \hat{f}=\left(C_{g}^{t} C_{g}\right)^{-1} C_{g}^{t} P_{\omega} \hat{h} \tag{2.12}
\end{equation*}
$$

for $\omega$ large enough. The inverse operator $\left(C_{g}^{t} C_{g}\right)^{-1}$ is in general not easy to compute. But Proposition 2 allows us to represent the solution (2.12) by means of a Neumann series as

$$
P_{\omega} \hat{f}=\sum_{j=0}^{\infty}\left(I-C_{g}^{t} C_{g}\right)^{j} C_{g}^{t} P_{\omega} \hat{h}
$$

Truncation of this series then leads to the estimator sequence

$$
\begin{equation*}
\hat{f}^{(k)}=\sum_{j=0}^{k}\left(I-C_{g}^{t} C_{g}\right)^{j} C_{g}^{t} P_{\omega} \hat{h} \quad, \quad k \in \mathbb{N}_{0} \tag{2.13}
\end{equation*}
$$

or in recursive notation

$$
\begin{align*}
& \hat{f}^{(0)}=C_{g}^{t} P_{\omega} \hat{h} \\
& \hat{f}^{(1)}=2 \hat{f}^{(0)}-C_{g}^{t} C_{g} \hat{f}^{(0)}  \tag{2.14}\\
& \hat{f}^{(k+2)}=2 \hat{f}^{(k+1)}-\hat{f}^{(k)}-C_{g}^{t} C_{g}\left(\hat{f}^{(k+1)}-\hat{f}^{(k)}\right) \quad, \quad k \in \mathbb{N}_{0}
\end{align*}
$$

The sequence $\left(\hat{f}^{(k)}\right)_{k \in \mathbb{N}_{0}}$ converges to $P_{\omega} \hat{f}$ exponentially fast. Specifically, we have
Proposition 3 For $\left(\hat{f}^{(k)}\right)_{k \in \mathbb{N}_{0}}$ as defined by (2.14) and $P_{\omega} \hat{f}$ as given in (2.12)

$$
\left\|\hat{f}^{(k)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})} \leq\left(1-d^{2} \omega^{-2 \eta}\right)^{k+1}\left\|P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})}
$$

for all $k$ larger than some $k_{0} \in \mathbb{N}_{0}$ if $\omega$ is sufficiently large.
Proof. Clearly,

$$
\left\|\sum_{j=k+1}^{N}\left(I-C_{g}^{t} C_{g}\right)^{j} C_{g}^{t} P_{\omega} \hat{h}\right\|_{L_{2}(\mathbb{R})} \quad \stackrel{N \rightarrow \infty}{\longrightarrow}\left\|\hat{f}^{(k)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})}
$$

as well as

$$
\begin{equation*}
\left\|\sum_{j=k+1}^{N}\left(I-C_{g}^{t} C_{g}\right)^{j} C_{g}^{t} P_{\omega} \hat{h}\right\|_{L_{2}(\mathbb{R})} \leq\left\|I-C_{g}^{t} C_{g}\right\|_{L_{2}^{\omega}(\mathbb{R}), i n d .}^{k+1}\left\|\sum_{j=0}^{N-k-1}\left(I-C_{g}^{t} C_{g}\right)^{j} C_{g}^{t} P_{\omega} \hat{h}\right\|_{L_{2}(\mathbb{R})} \tag{2.15}
\end{equation*}
$$

so that for $N \rightarrow \infty$ the right side of (2.15) converges to
$\left\|I-C_{g}^{t} C_{g}\right\|_{L_{2}^{\omega}(\mathbb{R}), \text { ind }}^{k+1}\left\|P_{\omega} \hat{f}\right\|$ and, therefore,

$$
\begin{aligned}
\left\|\hat{f}^{(k)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})} & \leq\left\|I-C_{g}^{t} C_{g}\right\|_{L_{\omega}(\mathbb{R}), \text { ind. }}^{k+1}\left\|P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})} \\
& \leq\left(1-d^{2} \omega^{-2 \eta}\right)^{k+1}\left\|P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})}
\end{aligned}
$$

for $\omega$ large enough by Proposition 2.
The iterative scheme (2.14) is somewhat awkward since a given sequence element depends on the two preceding elements. We, therefore, look for an alternative. Towards this end, consider that $C_{g} \hat{f}=\hat{h}$ implies that

$$
\begin{equation*}
P_{\omega} \hat{f}=P_{\omega} \hat{f}+U\left(P_{\omega} \hat{h}-C_{g} P_{\omega} \hat{f}\right) \tag{2.16}
\end{equation*}
$$

for any linear continuous operator $U: L_{2}^{\omega} \rightarrow L_{2}^{\omega}$. If, in addition, the operator $U$ is taken to be injective, then the solutions of the equations $C_{g} P_{\omega} \hat{f}-P_{\omega} \hat{h}=0$ and $U\left(C_{g} P_{\omega} \hat{f}-P_{\omega} \hat{h}\right)=0$ coincide. From (2.16) we deduce a fixed-point identity for $P_{\omega} \hat{f}$, namely

$$
\begin{equation*}
P_{\omega} \hat{f}=\Gamma\left(P_{\omega} \hat{f}\right) \tag{2.17}
\end{equation*}
$$

with $\Gamma$ defined by $\Gamma(\phi)=U P_{\omega} \hat{h}+\left(I-U C_{g}\right) \phi$ for $\phi \in L_{2}^{\omega}(\mathbb{R}) . \Gamma$ is an $L_{2}^{\omega}(\mathbb{R}) \rightarrow L_{2}^{\omega}(\mathbb{R})$ operator and it is a contraction if $\left\|I-U C_{g}\right\|_{L_{2}^{\omega}(\mathbb{R}), \text { ind. }}<1$. In this case, by an application of the fixed-point theorem, (2.17) possesses a unique solution, namely (2.12), and the sequence of iterations

$$
\begin{equation*}
\tilde{f}^{(k+1)}:=\Gamma\left(\tilde{f}^{(k)}\right) \tag{2.18}
\end{equation*}
$$

converges to this solution for any initialization $\tilde{f}^{(0)} \in L_{2}^{\omega}(\mathbb{R})$.
The advantage of this alternative approach is that we may fine-tune our iterative scheme to the actual error density $g$ and optimize with regard to speed of convergence by chosing an appropriate $U$. For example, the choice $U=C_{g}^{t}$, which is a linear continuous injective operator by Proposition

1 with $\left\|I-U C_{g}\right\|_{L_{2}^{\omega}(\mathbb{R}), \text { ind. }}<1$ by Proposition 2 is seen to lead to the iteration (2.14) for the initialization $\hat{f}^{(0)}=C_{g}^{t} P_{\omega} \hat{h}$.
We now motivate a different choice for $U$ resulting in enhanced speed of convergence of the iteration scheme. According to Proposition 1d, $C_{g}^{t} C_{g}$ is positive-definite and Hermitian. Consequently, there exists a unique Hermitian, positive-definite operator $C$, the root of $C_{g}^{t} C_{g}$, such that $C^{2}=$ $C_{g}^{t} C_{g}$.

Lemma 1 a. The root $C$ of $C_{g}^{t} C_{g}$ has the representation

$$
C=\Psi^{-1} M_{\left|\Psi_{g}\right|} \Psi
$$

with

$$
\begin{aligned}
\Psi: \quad L_{2}(\mathbb{R}) & \longrightarrow L_{2}(\mathbb{R}) \\
f & \longmapsto \Psi_{f}
\end{aligned}
$$

and $M_{\xi}$ is the multiplication operator, i.e. $M_{\xi} f=\xi \cdot f$.
b. For the root $C$ of $C_{g}^{t} C_{g}$ we have

$$
\Psi_{C f}=\left|\Psi_{g}\right| \cdot \Psi_{f} \quad, \quad \forall f \in L_{2}(\mathbb{R})
$$

Proof. Observe that

$$
\begin{equation*}
\Psi C^{2} \Psi^{-1}=\Psi C_{g}^{t} C_{g} \Psi^{-1}=M_{\left|\Psi_{g}\right|^{2}} \Psi \Psi^{-1}=M_{\left|\psi_{g}\right|^{2}} \tag{2.19}
\end{equation*}
$$

where $\Psi_{C_{g}^{t} C_{g} f}=\left|\Psi_{g}\right|^{2} \Psi_{f}, \forall f \in L_{2}(\mathbb{R})$ was used.
Quite generally, multiplication operators are well-defined on $L_{2}(\mathbb{R})$. They are linear and continuous, if $\xi$ is bounded. They are Hermitian and positive-definite, if $\xi$ is $\mathbb{R}_{+}$-valued. Hence, in particular, since $0<\left|\Psi_{g}(t)\right| \leq 1, \forall t \in \mathbb{R}, M_{\left|\Psi_{g}\right|}$ and $M_{\left|\Psi_{g}\right|^{2}}$ are linear, continuous, Hermitian, positive-definite $L_{2}(\mathbb{R}) \rightarrow L_{2}(\mathbb{R})$ operators. Furthermore,

$$
\begin{equation*}
M_{\left|\Psi_{g}\right|^{2}}=M_{\left|\Psi_{g}\right|}^{2} \tag{2.20}
\end{equation*}
$$

The operator $\Psi C \Psi^{-1}$ also is positive-definite and Hermitian. This is so since for any $f, f^{*} \in$ $L_{2}(\mathbb{R})$

$$
\begin{aligned}
\left\langle\Psi C \Psi^{-1} f, f^{*}\right\rangle & =2 \pi\left\langle C \Psi^{-1} f, \Psi^{-1} f^{*}\right\rangle=2 \pi\left\langle\Psi^{-1} f, C \Psi^{-1} f^{*}\right\rangle \\
& =\left\langle f, \Psi C \Psi^{-1} f^{*}\right\rangle .
\end{aligned}
$$

Setting $f^{*}=f$,

$$
\left\langle\Psi C \Psi^{-1} f, f\right\rangle=2 \pi\left\langle C \Psi^{-1} f, \Psi^{-1} f\right\rangle \geq 0
$$

due to positive-definiteness of $C$. Here, equality holds if $\Psi^{-1} f=0$, which is equivalent to $f=0$ (in the $L_{2}(\mathbb{R})$-sense) due to $\Psi$ being an isomorphism. Furthermore,

$$
\begin{equation*}
\left(\Psi C \Psi^{-1}\right)^{2}=\Psi C^{2} \Psi^{-1}=M_{\left|\Psi_{g}\right|^{2}} \tag{2.21}
\end{equation*}
$$

by (2.19). As evidenced by (2.20) and (2.21) we thus have identified two positive-definite, Hermitian operators whose square is $M_{\left|\Psi_{g}\right|^{2}}$, namely $\Psi C \Psi^{-1}$ and $M_{\left|\Psi_{g}\right|}$. But since $M_{\left|\Psi_{g}\right|^{2}}$ is itself positive-definite and Hermitian, it possesses a unique positive-definite, Hermitian root. Hence,

$$
M_{\left|\Psi_{g}\right|}=\Psi C \Psi^{-1}
$$

from which we get

$$
\begin{equation*}
M_{\left|\Psi_{g}\right|} \Psi=\Psi C \tag{2.22}
\end{equation*}
$$

and $\Psi^{-1} M_{\left|\Psi_{g}\right|} \Psi=C$. This proves a. Applying (2.22) to some $f \in L_{2}(\mathbb{R})$ results in $\left|\Psi_{g}\right| \Psi_{f}=$ $\Psi_{C f}$ which proves b.

The operator $\left.C\right|_{L_{2}^{\omega}(\mathbb{R})}$ is invertible; its inverse may be approximated by a Neumann series. In fact, for $\omega$ large enough

$$
\begin{equation*}
\|I-C\|_{L_{2}^{\omega}(\mathbb{R}), \text { ind } .} \leq 1-d \omega^{-\eta} \tag{2.23}
\end{equation*}
$$

which may be proved similarly to Proposition 2 . Now, we define $U: L_{2}^{\omega}(\mathbb{R}) \rightarrow L_{2}^{\omega}(\mathbb{R})$ as

$$
\begin{equation*}
U:=C^{-1} C_{g}^{t} \tag{2.24}
\end{equation*}
$$

Then, $U$ is an isometry, e.g.

$$
\begin{aligned}
U^{t} U & =\left(C^{-1} C_{g}^{t}\right)^{t} C^{-1} C_{g}^{t} \\
& =C_{g}\left(\left(C_{g} C_{g}^{t}\right)^{-1}\right) C_{g}^{t} \\
& =C_{g} C_{g}^{t}\left(C_{g} C_{g}^{t}\right)^{-1} \\
& =I
\end{aligned}
$$

since $C_{g}$ and $C_{g}^{t}$ commute and so do $\left(C_{g} C_{g}^{t}\right)^{-1}$ and $C_{g}^{t}$. Being an isometry, $U$ is also an injective, linear operator. Using Lemma 1a. and $M_{\xi} M_{\xi^{-1}}=I, U$ may be represented as

$$
U=\Psi^{-1} M_{\overline{\Psi_{g}} /\left|\Psi_{g}\right|} \Psi
$$

With this choice of $U$, the iterative scheme now reads

$$
\begin{equation*}
\bar{f}^{(k+1)}=C^{-1} C_{g}^{t} P_{\omega} \hat{h}+(I-C) P_{\omega} \bar{f}^{(k)} \tag{2.25}
\end{equation*}
$$

$\left(\bar{f}^{(k)}\right)_{k \in \mathbb{N}}$ is an estimator sequence in $L_{2}^{\omega}(\mathbb{R})$ since $C, C^{-1}, I-C$ are all $L_{2}^{\omega}(\mathbb{R}) \rightarrow L_{2}^{\omega}(\mathbb{R})$ operators. Compared to the previous choice $U=C_{g}^{t}$, speed of convergence has been increased, specifically we have

Proposition 4 For the sequence of estimators $\left(\bar{f}^{(k)}\right)_{k \in \mathbb{N}}$ defined by (2.25) with some $\bar{f}^{(0)} \in L_{2}(\mathbb{R})$ it is

$$
\left\|\bar{f}^{(k+1)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})} \leq c\left(1-d \omega^{-\eta}\right)^{k+1}<1
$$

if $\omega$ is large enough. Here and throughout $c$ denotes a generic positive constant that may change from one occurrence to another.

Proof. It is

$$
\begin{aligned}
\left\|\bar{f}^{(k+1)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})} & =\left\|C^{-1} C_{g}^{t} P_{\omega} \hat{h}-(I-C) P_{\omega} \bar{f}^{(k)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})} \\
& =\left\|(I-C)\left(P_{\omega} \bar{f}^{(k)}-P_{\omega} \hat{f}\right)\right\|_{\left.L_{2}^{( } \mathbb{R}\right)} \quad \text { in view of }(2.18) \\
& \leq\|I-C\|_{L_{2}^{\omega}(\mathbb{R}), \text { ind. }}\left\|\bar{f}^{(k)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})} \\
& \leq\left(1-d \omega^{-\eta}\right)^{k+1}\left\|\bar{f}^{(0)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})}
\end{aligned}
$$

for $\omega$ large enough by (2.22).
In general, the operator $C$ can be difficult to obtain. We consider two special cases where this is possible, where, in particular, $C$ can be viewed as a convolution operator $C_{\gamma}$ for some $L_{2}(\mathbb{R})$-density $\gamma$. This requires

$$
C_{\gamma}^{2}=C_{g^{-} * g} \Leftrightarrow \Psi_{\gamma}^{2}=\left|\Psi_{g}\right|^{2} \Leftrightarrow \Psi_{\gamma}= \pm\left|\Psi_{g}(t)\right|
$$

which in turn is equivalent to

$$
\begin{equation*}
\Psi_{\gamma}=\left|\Psi_{g}(t)\right| \tag{2.26}
\end{equation*}
$$

due to continuity of $\Psi_{\gamma}$, positivity of $\left|\Psi_{g}(t)\right|$ and the fact that $\Psi_{\gamma}(0)=1$. Hence $\Psi_{\gamma}$ is a real-valued positive function. If the error density $g$ is even, then $C_{g}=C_{g}^{t}$ and $C_{g}$ is both positivedefinite and Hermitian. Since $C_{g}^{2}=C_{g} C_{g}^{t}=C^{2}$ it follows by uniqueness of the positive-definite root that

$$
C=C_{g}=C_{g}^{t}
$$

Hence, $\gamma=g$ can be chosen in (2.26) resulting in $U=C^{-1} C_{g}^{t}=I$. The iterative scheme (2.25) becomes

$$
\bar{f}^{(k+1)}=P_{\omega} \hat{h}+\left(I-C_{g}\right) P_{\omega} \bar{f}^{(k)}
$$

Error densities $g$ for which there exists an $L_{2}(\mathbb{R})$-density $\zeta$ such that $\zeta * \zeta=g$ constitute the second special case we here consider. Generalizing the concept of infinite divisibility, we call these densities divisible. Now, if $g$ is divisible then $g * g^{-}=\zeta * \zeta * \zeta^{-} * \zeta^{-}=\left(\zeta * \zeta^{-}\right) *\left(\zeta * \zeta^{-}\right)$leading to $\gamma=\zeta * \zeta^{-} \in L_{2}(\mathbb{R})$. In this case $C_{\gamma}=C=C_{\zeta} C_{\zeta}^{t}$. Without additional assumptions $C^{-1}$ is difficult to compute explicitely. It may, however, be approximated by its Neumann series. Writing $S:=I-C$ one obtains by induction

$$
\begin{equation*}
\bar{f}^{(k)}=S^{k} \bar{f}^{(0)}+\sum_{j=0}^{k-1} S^{j} C^{-1} C_{g}^{t} P_{\omega} \hat{h} \tag{2.27}
\end{equation*}
$$

and replacing $C^{-1}$ by $\sum_{l=0}^{m} S^{l}$ leads to

$$
\bar{f}_{m}^{(k)}=S^{k} \bar{f}^{(0)}+\sum_{j=0}^{k-1} \sum_{l=0}^{m} S^{j+l} C_{g}^{t} P_{\omega} \hat{h}
$$

Concerning the rate of convergence, consider that

$$
\begin{aligned}
\left\|P_{\omega} \hat{f}-\bar{f}_{m}^{(k)}\right\|_{L_{2}(\mathbb{R})} & \leq\left\|P_{\omega} \hat{f}-\hat{f}_{m}^{(k)}\right\|_{L_{2}(\mathbb{R})}+\left\|\hat{f}^{(k)}-\bar{f}_{m}^{(k)}\right\|_{L_{2}(\mathbb{R})} \\
& \leq c\left(1-d \omega^{-\eta}\right)^{k}+\left\|\sum_{l=m+1}^{\infty} S^{l} \sum_{j=0}^{k-1} S^{j} C_{g}^{t} P_{\omega} \hat{h}\right\|_{L_{2}(\mathbb{R})}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\sum_{l=m+1}^{\infty} S^{l} \sum_{j=0}^{k-1} S^{j} C_{g}^{t} P_{\omega} \hat{h}\right\|_{L_{2}(\mathbb{R})} & \leq c \sum_{l=m+1}^{\infty}\left(1-d \omega^{-\eta}\right)^{l}\left\|C^{-1} C_{g}^{t} P_{\omega} \hat{h}\right\|_{L_{2}(\mathbb{R})} \\
& \leq c\left(\frac{1}{1-\left(1-d \omega^{-\eta}\right)}-\frac{1-\left(1-d \omega^{-\eta}\right)^{m+1}}{1-\left(1-d \omega^{-\eta}\right)}\right)
\end{aligned}
$$

so that

$$
\left\|P_{\omega} \hat{f}-\bar{f}_{m}^{(k)}\right\|_{L_{2}(\mathbb{R})} \leq c\left(1-d \omega^{-\eta}\right)^{k}+c\left(1-d \omega^{-\eta}\right)^{m+1}
$$

With $m=k-1$, the sequence $\left(\bar{f}_{m}^{(k)}\right)_{k \in \mathbb{N}}$ has the same rate of convergence as $\left(\bar{f}^{(k)}\right)_{k \in \mathbb{N}}$ in (2.27). Then, writing $\bar{f}_{*}^{(k)}$ for $\bar{f}_{k-1}^{(k)}$,

$$
\begin{aligned}
\bar{f}_{*}^{(k)} & =S^{k} \hat{f}^{(0)}+\sum_{j, l=0}^{k-1} S^{j+l} C_{g}^{t} P_{\omega} \hat{h} \\
& =S^{k} \hat{f}^{(0)}+\sum_{j=0}^{2 k-2}[k-|j-k+1|] S^{j} C_{g}^{t} P_{\omega} \hat{h} .
\end{aligned}
$$

This scheme works whenever the operator $C$ can be computed.

## 3 Minimax result

In this section, we establish a minimax rate for the mean integrated squared error over the function class $\mathcal{F}^{\beta, a}$ and we prove that the estimator

$$
\begin{equation*}
P_{\omega} \hat{f}=\left(C_{g}^{t} C_{g}\right)^{-1} C_{g}^{t} P_{\omega} \hat{h} \tag{3.1}
\end{equation*}
$$

for an appropriate ordinary density estimator $\hat{h}$ achieves the optimal rate. In particular, we take

$$
\begin{equation*}
\hat{h}_{\lambda}(x)=\frac{1}{n} \sum_{i=1}^{n} K_{\lambda}\left(x-Y_{i}\right) \tag{3.2}
\end{equation*}
$$

where $K_{\lambda}(x)=\lambda K(\lambda x)$ is a kernel and $\lambda=\lambda(n)$ is a scaling parameter. [34] shows that the minimum MISE $J_{n}^{*}$ within the class of kernel estimators is

$$
J_{n}^{*}=\frac{1}{2 \pi} \int \frac{\left|\Psi_{h}(t)\right|^{2}\left(1-\left|\Psi_{h}(t)\right|^{2}\right)}{1+(n-1)\left|\Psi_{h}(t)\right|^{2}} d t
$$

The optimal kernel depends on the unknown density $h$. [5] studies MISE of the kernel density estimator based on the sync kernel $\tilde{K}(x)=(\pi x)^{-1} \sin x$ whose characteristic function is $\Psi_{\tilde{K}}(t)=1$ for $|t| \leq 1$ and zero otherwise. For densities satisfying certain Fourier conditions similar to the ones considered here, the rate of decrease of its MISE is of the same order as $J_{n}^{*}$. Hence $\hat{h}_{\lambda}$ in (3.2) with the sync kernel $\tilde{K}_{\lambda}$ and $\lambda=\omega$ is a plausible choice for an ordinary density estimator for the class of functions here considered. We will show that with this choice the MISE-minimax rate for deconvolution is in fact attained: Using $\hat{h}_{\lambda}$ in (3.2) with $K_{\lambda}=\tilde{K}_{\omega}$, the sync kernel, we obtain

$$
\begin{equation*}
\hat{f}_{\omega}:=P_{\omega} \hat{f}=\left(C_{g}^{t} C_{g}\right)^{-1} C_{g}^{t} \hat{h}_{\omega} \tag{3.3}
\end{equation*}
$$

since $P_{\omega} \hat{h}_{\omega}=\hat{h}_{\omega}$. We first establish an upper bound for MISE uniform over the function class $\mathcal{F}^{\beta, a}$.

Theorem 1 For error densities $g$ from $\mathcal{F}_{\epsilon, 2, \eta}$ and with $\omega=\omega_{n}=c n^{\frac{1}{2(\beta+\eta)}}$ it is

$$
\sup _{f \in \mathcal{F} \beta, a} E_{f}\left\|\hat{f}_{\omega_{n}}-f\right\|_{L_{2}(\mathbb{R})}^{2} \leq c n^{-\frac{2 \beta-1}{2(\beta+\eta)}}
$$

with $\hat{f}_{\omega_{n}}$ as in (3.3).
Proof. First,

$$
\sup _{f \in \mathcal{F}^{\beta}} E_{f}\left\|\hat{f}_{\omega_{n}}-f\right\|_{L_{2}(\mathbb{R})}^{2} \leq 2 \sup _{f \in \mathcal{F}^{\beta}} E_{f}\left\|\hat{f}_{\omega_{n}}-P_{\omega_{n}} f\right\|_{L_{2}(\mathbb{R})}^{2}+2 \sup _{f \in \mathcal{F}^{\beta}}\left\|P_{\omega_{n}} f-f\right\|_{L_{2}(\mathbb{R})}^{2}
$$

and the second summand on the right hand side can be handled by (2.6). To bound the remaining summand, consider that with $h=f * g$ it is $P_{\omega_{n}} h=P_{\omega_{n}} C_{g} f=C_{g} P_{\omega_{n}} f$ from which we get $C_{g}^{t} P_{\omega_{n}} h=C_{g}^{t} C_{g} P_{\omega_{n}} f$ and, hence,

$$
P_{\omega_{n}} f=\left(C_{g}^{t} C_{g}\right)^{-1} C_{g}^{t} P_{\omega_{n}} h .
$$

This gives

$$
\sup _{f \in \mathcal{F}^{\beta}, a} E_{f}\left\|\hat{f}_{\omega_{n}}-P_{\omega_{n}} f\right\|_{L_{2}(\mathbb{R})}^{2}=\sup _{f \in \mathcal{F}^{\beta}} E_{f}\left\|\left(C_{g}^{t} C_{g}\right)^{-1} C_{g}^{t} P_{\omega_{n}}\left(\hat{h}_{\omega_{n}}-h\right)\right\|_{L_{2}(\mathbb{R})}^{2}
$$

where $P_{\omega_{n}}\left(\hat{h}_{\omega_{n}}-h\right)$ is in $L_{2}^{\omega_{n}}(\mathbb{R})$. For any $\xi \in L_{2}^{\omega}(\mathbb{R})$, it is $\left(C_{g}^{t} C_{g}\right)^{-1} C_{g}^{t} \xi=\eta$ for some $\eta \in L_{2}^{\omega}(\mathbb{R})$. Since $\Psi_{C_{g}^{t} C_{g} \eta}=\Psi_{C_{g}^{t} \xi}$, this implies $\overline{\Psi_{g}} \Psi_{\xi}=\left|\Psi_{g}\right|^{2} \Psi_{\eta}$ and hence $\Psi_{\eta}=\Psi_{\xi} / \Psi_{g}$. As a result, we obtain

$$
\begin{align*}
& \sup _{f \in \mathcal{F} \beta, a} E_{f}\left\|\hat{f}_{\omega_{n}}-P_{\omega_{n}} f\right\|_{L_{2}(\mathbb{R})} \\
& \leq \frac{1}{2 \pi} \sup _{f \in \mathcal{F}^{\beta, a}} \int_{-\omega_{n}}^{+\omega_{n}}\left|\Psi_{g}(t)\right|^{-2} E_{f}\left|\Psi_{\hat{h}_{\omega_{n}}}(t)-\Psi_{h}(t)\right|^{2} d t  \tag{3.4}\\
& \leq \frac{1}{2 \pi} \sup _{f \in \mathcal{F}^{\beta, a}, a} \int_{-\omega_{n}}^{+\omega_{n}}\left(\frac{1}{n} 1_{\left[-\omega_{n},+\omega_{n}\right]}(t)\left|\Psi_{g}(t)\right|^{-2}+\left|\frac{\Psi_{h}(t)}{\Psi_{g}(t)}\right|^{2}\left(1-1_{\left[-\omega_{n},+\omega_{n}\right]}\right)\right) d t
\end{align*}
$$

since

$$
\begin{aligned}
& \left.E_{f}\left|\Psi_{\hat{h}_{\omega_{n}}}(t)-\Psi_{h}(t)\right|^{2}=E_{f} \left\lvert\, \frac{1}{n} \sum_{j=1}^{n} e^{i t Y_{j}} 1_{\left[-\omega_{n},+\omega_{n}\right]}(t)-\Psi_{h}(t)\right.\right)\left.\right|^{2} \\
& =E_{f}\left|\frac{1}{n} \sum_{j=1}^{n} e^{i t Y_{j}} 1_{\left[-\omega_{n},+\omega_{n}\right]}(t)-\Psi_{h}(t) 1_{\left[-\omega_{n},+\omega_{n}\right]}(t)\right|^{2}+\left|\Psi_{h}(t)\left(1_{\left[-\omega_{n},+\omega_{n}\right]}(t)-1\right)\right|^{2} \\
& \leq \frac{1}{n} E_{f}\left|e^{i t Y_{j}}\right|^{2} \cdot 1_{\left[-\omega_{n},+\omega_{n}\right]}(t)+\left|\Psi_{h}(t)\left(1_{\left[-\omega_{n},+\omega_{n}\right]}(t)-1\right)\right|^{2} \\
& =\frac{1}{n} 1_{\left[-\omega_{n},+\omega_{n}\right]}(t)+\left|\Psi_{h}(t)\right|^{2}\left(1-1_{\left[-\omega_{n},+\omega_{n}\right]}(t)\right)
\end{aligned}
$$

With $\Psi_{h}=\Psi_{f} \Psi_{g}$, we finally arrive at

$$
\begin{aligned}
\sup _{f \in \mathcal{F}^{\beta}, a} E_{f}\left\|\hat{f}_{\omega_{n}}-f\right\|_{L_{2}(\mathbb{R})} & \leq c \omega_{n}^{1-2 \beta}+\frac{1}{\pi n} \int_{-\omega_{n}}^{+\omega_{n}}\left|\Psi_{g}(t)\right|^{-2} d t \\
& +\frac{1}{\pi} \sup _{f \in \mathcal{F}^{\beta, a}} \int_{-\omega_{n}}^{+\omega_{n}}\left|\Psi_{f}(t)\right|^{2}\left(1-1_{\left[-\omega_{n},+\omega_{n}\right]}(t)\right) d t \\
& =c \omega_{n}^{1-2 \beta}+\frac{2}{\pi n} \int_{0}^{T}\left|\Psi_{g}(t)\right|^{-2} d t+\frac{2}{\pi n} \int_{T}^{\omega_{n}}\left|\Psi_{g}(t)\right|^{-2} d t \\
& \leq c \omega_{n}^{1-2 \beta}+c n^{-1}+c n^{-1} \omega_{n}^{2 \eta+1}
\end{aligned}
$$

which is optimized for $\omega_{n}=n^{\frac{1}{2(\beta+\eta)}}$ and then gives the bound stated in the theorem.

We can also obtain a corresponding lower bound of the same order if $g$ is in the subset $\mathcal{F}_{\epsilon, 2, \eta}^{\prime}:=$ $\left\{g \in \mathcal{F}_{\epsilon, 2}| | \Psi_{g}^{(l)}(t) \mid \leq \tilde{d} t^{-(\eta+l)}, l=0,1, \ldots\right\}$

Theorem 2 For error densities $g$ from $\mathcal{F}_{\epsilon, 2, \eta}^{\prime}$ we have

$$
\inf _{\hat{T} \in \mathcal{T}_{n}} \sup _{f \in \mathcal{F} \beta, a} E_{f}\|\hat{T}-f\|_{L_{2}(\mathbb{R})}^{2} \geq c n^{-\frac{2 \beta-1}{2(\beta+\eta)}}
$$

where $\mathcal{T}_{n}$ is the set of all estimators based on $n$ iid observations.
Proof.
Our strategy of proof leans on [12] in places. Then, in turn, the method of [1] is utilized, also known as Assouad's lemma. However, for our function class $\mathcal{F}^{\beta, a}$ the method requires significant modifications.
First, we introduce the Sobolev class of densities

$$
\mathcal{H}_{s, a}:=\left\{L_{2}(\mathbb{R}) \text {-densities } f\left|\left\||t|^{s} \Psi_{f}(t)\right\|_{L_{2}(\mathbb{R})}^{2} \leq a\right\}\right.
$$

Since $f \in H_{s, a}$ implies

$$
a \geq \int_{\omega}^{\infty}|t|^{2 s}\left|\Psi_{f}(t)\right|^{2} d t \geq \omega^{2 s} \int_{\omega}^{\infty}\left|\Psi_{f}(t)\right|^{2} d t
$$

and, hence, $\int_{\omega}^{\infty}\left|\Psi_{f}(t)\right|^{2} d t \leq a \omega^{-2 s}$ for all $\omega \geq \omega_{0}>0$, we have the inclusion

$$
\mathcal{H}_{\beta-\frac{1}{2}, a} \subseteq \mathcal{F}^{\beta, a}
$$

Now, let $H \in \mathcal{H}_{\beta-\frac{1}{2}, a / 4 q}$ (for some constant $q$ still to be determined) be some bounded function with compact support integrating to zero. Also, define

$$
\Phi(x):= \begin{cases}-\frac{1}{b-a} & \text { for } a-b<x<0 \\ \frac{1}{b-a} & \text { for } 0<x<b-a \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
f_{0}(t)=\left(1+t^{2}\right)^{-r}
$$

For appropriate $r, f_{0} \in \mathcal{H}_{\beta-\frac{1}{2}, a / 4}$ can be assured. With these definitions in place, let

$$
f_{\Theta}(t):=f_{0}(t)+a_{n}^{-1} \sum_{j=1}^{m_{n}} \Theta_{j}(\Phi * H)\left(m_{n}\left(t-x_{n, j}\right)\right)
$$

with $\Theta=\left(\Theta_{1}, \Theta_{2}, \ldots, \Theta_{m_{n}}\right), a_{n}=m_{n}^{\beta-\frac{1}{2}}, x_{n, j}=a+\frac{j}{n}(b-a)$, $j=1, \ldots, m_{n}$ and set

$$
\mathcal{F}_{n}:=\left\{f_{\Theta} \mid \Theta \in\{0,1\}^{m_{n}}\right\}
$$

The elements of $\mathcal{F}_{n}$ are $L_{2}(\mathbb{R})$-functions. For later use we note that

$$
\begin{equation*}
\int_{0}^{b-a}|(\Phi * H)(x)|^{2} d x>0 \tag{3.5}
\end{equation*}
$$

Next we will show that at least a sufficiently large subset of $\mathcal{F}_{n}$ lies in $\mathcal{H}_{\beta-\frac{1}{2}, a}$ and, thus, in $\mathcal{F}^{\beta, a}$. Towards this end, write

$$
\begin{equation*}
b_{n, \Theta}(t):=\sum_{j=1}^{m_{n}} \Theta_{j} e^{i(b-a) t j} \Psi_{\Phi}(t) \tag{3.6}
\end{equation*}
$$

and for $f \in \mathcal{F}_{n}$ consider that

$$
\begin{equation*}
\int|t|^{2 \beta-1}\left|\Psi_{f}(t)\right|^{2} d t \leq \frac{a}{2}+2 \int|t|^{2 \beta-1} m_{n}^{-1}\left|b_{n, \Theta}(t)\right|^{2}\left|\Psi_{H}(t)\right|^{2} d t \tag{3.7}
\end{equation*}
$$

To evaluate this bound, let $\hat{\Theta}$ be an $m_{n}$-dimension random vector whose components $\hat{\Theta}_{j}$ are iid. $B\left(1, \frac{1}{2}\right)$ random variables and show that

$$
\begin{equation*}
E\left(\left|b_{n, \hat{\Theta}}(t)\right|^{2}\right) \leq c m_{n} \quad \forall t \in \mathbb{R}, \forall n \in \mathbb{N} \tag{3.8}
\end{equation*}
$$

This is true, since

$$
\begin{aligned}
E\left(\left|b_{n, \hat{\Theta}}(t)\right|^{2}\right) & =\operatorname{var}\left(b_{n, \hat{\Theta}}(t)\right)+\left|E\left(b_{n, \hat{\Theta}}(t)\right)\right|^{2} \\
& \leq \operatorname{var}\left(\sum_{j=1}^{m_{n}} \hat{\Theta}_{j}\left|e^{i(b-a) t j} \Psi_{\Phi}(t)\right|\right)+\frac{1}{4}\left|\sum_{j=1}^{m_{n}} e^{i(b-a) t j} \Psi_{\Phi}(t)\right|^{2} \\
& \leq m_{n}+4\left|\frac{\cos ((b-a) t)-1}{\left(1-e^{i(b-a) t}\right)(b-a) t}\right|^{2}
\end{aligned}
$$

and the second summand is a continuous function of $t$ and uniformly bounded. Note that for a complex-valued random variable $Z$ the variance is defined as $\operatorname{var}(Z):=E\left(|Z-E(Z)|^{2}\right)$. Then
the identity $\operatorname{var}\left(\sum_{j=1}^{n} Z_{j}\right)=\sum_{j=1}^{n} \operatorname{var}\left(Z_{j}\right)$ for iid. $Z_{j}$ continues to hold.
Now, using (3.8), we conclude with Markov's inequality that

$$
\begin{align*}
& P\left(\int|t|^{2 \beta-1} m_{n}^{-1}\left|b_{n, \hat{\Theta}}(t)\right|^{2}\left|\Psi_{H}(t)\right|^{2} d t \leq a / 4\right) \\
& \geq 1-\frac{4}{a} E\left(\int|t|^{2 \beta-1} m_{n}^{-1}\left|b_{n, \hat{\Theta}}(t)\right|^{2}\left|\Psi_{H}(t)\right|^{2} d t\right)  \tag{3.9}\\
& \geq 1-\frac{4 c}{a} \int|t|^{2 \beta-1}\left|\Psi_{H}(t)\right|^{2} d t \\
& \geq 1-\frac{c}{q}=: p>\frac{3}{4}
\end{align*}
$$

by appropriate choice of the constant $q$.
Hence we have shown that there exists a set $\Lambda_{n} \subseteq\{0,1\}^{m_{n}}$ with $2^{-m_{n}} \operatorname{card}\left(\Lambda_{n}\right)>\frac{3}{4}$ such that

$$
\mathcal{F}_{n}^{\prime}:=\left\{f_{\Theta} \mid \Theta \in \Lambda_{n}\right\} \subseteq \mathcal{H}_{\beta-\frac{1}{2}, a}
$$

We will now establish that for this subset $\mathcal{F}_{n}^{\prime}$ and with $-\infty<a<b<+\infty$

$$
\sup _{f \in \mathcal{F}_{n}^{\prime}} E_{f} \int_{a}^{b}|\hat{f}(x)-f(x)|^{2} d x \geq c n^{-\frac{2 \beta-1}{2(\beta+\eta)}}
$$

where $\hat{f}$ is any estimator of $f$ based on $Y_{1}, Y_{2}, \ldots, Y_{n}$. Then the statement of the theorem follows. First, observe that

$$
\begin{align*}
& \sup _{f \in \mathcal{F}_{n}^{\prime}} E_{f} \int_{a}^{b}|\hat{f}(x)-f(x)|^{2} d x \\
& =\sup _{\Theta \in \Lambda_{n}} E_{f_{\Theta}} \int_{a}^{b}\left|\hat{f}(x)-f_{\Theta}(x)\right|^{2} d x  \tag{3.10}\\
& \geq P\left(\hat{\Theta} \in \Lambda_{n}\right) \cdot \int_{a}^{b} E_{\hat{\Theta}}\left(E_{\hat{f_{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \Lambda_{n}\right) d x
\end{align*}
$$

Next, define the sets

$$
\begin{aligned}
& \Lambda^{(j, i)}:=\left\{\Theta \in\{0,1\}^{m_{n}} \mid \Theta_{j}=i\right\} \quad ; i=0,1 \\
& \Lambda_{n}^{(j, i)}:=\Lambda_{n} \cap \Lambda^{(j, i)}
\end{aligned}
$$

By simple computations, $P\left(\hat{\Theta} \in \Lambda_{n}^{(j, 0)}\right)=P\left(\hat{\Theta} \in \Lambda_{n}^{(j, 1)}\right) \geq p-\frac{1}{2}$ for the $p$ used in (3.9). Furthermore, set

$$
\begin{aligned}
& \bar{\Lambda}_{n}^{(j, 1)}:=\left\{\Theta_{j, 1} \mid \Theta \in \Lambda_{n}^{(j, 0)}\right\} \cap \Lambda_{n}^{(j, 1)} \\
& \bar{\Lambda}_{n}^{(j, 0)}:=\left\{\Theta_{j, 0} \mid \Theta \in \bar{\Lambda}_{n}^{(j, 1)}\right\}
\end{aligned}
$$

where for $\Theta=\left(\Theta_{1}, \Theta_{2}, \ldots, \Theta_{m_{n}}\right)$ the corresponding

$$
\begin{aligned}
\Theta_{j, 1} & :=\left(\Theta_{1}, \ldots, \Theta_{j-1}, 1, \Theta_{j+1}, \ldots, \Theta_{m_{n}}\right) \\
\Theta_{j, 0} & :=\left(\Theta_{1}, \ldots, \Theta_{j-1}, 0, \Theta_{j+1}, \ldots, \Theta_{m_{n}}\right)
\end{aligned}
$$

are the vectors where the $j$-th components have been set to 1 or 0 , respectively. Similarly, the random vectors $\hat{\Theta}_{j, 1}$ and $\hat{\Theta}_{j, 0}$ are defined.
Clearly, $\bar{\Lambda}_{n}^{(j, 1)} \subseteq \Lambda_{n}^{(j, 1)}$ and $\bar{\Lambda}_{n}^{(j, 0)} \subseteq \Lambda_{n}^{(j, 0)}$ and

$$
\begin{aligned}
P\left(\hat{\Theta} \in \bar{\Lambda}_{n}^{(j, 1)}\right)= & P\left(\hat{\Theta} \in\left\{\Theta_{j, 1} \mid \Theta \in \Lambda_{n}^{(j, 0)}\right\}\right)+P\left(\hat{\Theta} \in \Lambda_{n}^{(j, 1)}\right) \\
& -P\left(\hat{\Theta} \in\left\{\Theta_{j, 1} \mid \Theta \in \Lambda_{n}^{(j, 0)}\right\} \cup \Lambda_{n}^{(j, 1)}\right) \\
\geq & P\left(\hat{\Theta} \in \Lambda_{n}^{(j, 0)}\right)+P\left(\hat{\Theta} \in \Lambda_{n}^{(j, 1)}\right)-\frac{1}{2} \\
\geq & 2 p-\frac{3}{2} .
\end{aligned}
$$

Similarly, $P\left(\hat{\Theta} \in \bar{\Lambda}_{n}^{(j, 0)}\right) \geq 2 p-\frac{3}{2}$ is obtained.
The integrand on the right side of (3.10) may be lowerbounded by

$$
\begin{align*}
\left(p-\frac{1}{2}\right)\left\{E _ { \hat { \Theta } } \left(E_{f_{\hat{\Theta}}} \mid \hat{f}(x)-\right.\right. & \left.\left.f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \Lambda_{n}^{(j, 0)}\right)  \tag{3.11}\\
& \left.+E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \Lambda_{n}^{(j, 1)}\right)\right\}
\end{align*}
$$

Furthermore, for $i=0,1$

$$
\begin{aligned}
& E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \Lambda_{n}^{(j, i)}\right) \\
& \geq\left(P\left(\hat{\Theta} \in \bar{\Lambda}_{n}^{(j, i)}\right) / P\left(\hat{\Theta} \in \Lambda_{n}^{(j, i)}\right)\right) E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \bar{\Lambda}_{n}^{(j, i)}\right)
\end{aligned}
$$

Since $P\left(\hat{\Theta} \in \bar{\Lambda}_{n}^{(j, i)}\right) / P\left(\hat{\Theta} \in \Lambda_{n}^{(j, i)}\right) \geq 2 p-\frac{3}{2}$, (3.11) is not smaller than

$$
\begin{align*}
& \left(p-\frac{1}{2}\right)\left(2 p-\frac{3}{2}\right)\left\{E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \bar{\Lambda}_{n}^{(j, 1)}\right)\right. \\
& \left.+E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \bar{\Lambda}_{n}^{(j, 0)}\right)\right\} \\
& =c\left\{E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \bar{\Lambda}_{n}^{(j, 1)}\right)\right.  \tag{3.12}\\
& \left.\quad+E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \bar{\Lambda}_{n}^{(j, 0)}\right)\right\}
\end{align*}
$$

and in the second summand $\bar{\Lambda}_{n}^{(j, 0)}$ may be replaced by $\bar{\Lambda}_{n}^{(j, 1)}$ without changing the right hand side of (3.12). Hence (3.12) equals

$$
\begin{align*}
& c \cdot E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}_{j, 1}}}\left|\hat{f}(x)-f_{\hat{\Theta}_{j, 1}}(x)\right|^{2}+E_{f_{\hat{\Theta}_{j, 0}}}\left|\hat{f}(x)-f_{\hat{\Theta}_{j, 0}}(x)\right|^{2} \mid \hat{\Theta} \in \bar{\Lambda}_{n}^{(j, 1)}\right) \\
& \geq c \cdot E_{\hat{\Theta}}\left(a_{n j}^{2}(x) P_{\hat{\Theta}_{j, 1}}\left(\left|\hat{f}(x)-f_{\hat{\Theta}_{j, 1}}(x)\right| \geq a_{n j}(x)\right)\right)  \tag{3.13}\\
& \left.+a_{n j}^{2}(x) P_{\hat{\Theta}_{j, 0}}\left(\left|\hat{f}(x)-f_{\hat{\Theta}_{j, 0}}(x)\right| \geq a_{n j}(x)\right)\right)
\end{align*}
$$

with $a_{n j}(x)=\frac{1}{2}\left|f_{\hat{\Theta}_{j, 0}}(x)-f_{\hat{\Theta}_{j, 1}}(x)\right|=\frac{1}{2 a_{n}}\left|(\Phi * H)\left(m_{n}\left(t-x_{n, j}\right)\right)\right|$.
Writing

$$
\begin{aligned}
R_{0} & :=\left\{\left|\hat{f}(x)-f_{\hat{\Theta}_{j, 0}}(x)\right| \geq a_{n j}(x)\right\} \\
R_{1} & :=\left\{\left|\hat{f}(x)-f_{\hat{\Theta}_{j, 1}}(x)\right| \geq a_{n j}(x)\right\}
\end{aligned}
$$

we see that $R_{0}=R_{1}^{c}=: R$ and the right hand side of (3.13) upperbounds

$$
\begin{equation*}
c a_{n j}^{2}(x)\left[1-E_{\hat{\Theta}}\left(P_{\hat{\Theta}_{j, 1}}(R)-P_{\hat{\Theta}_{j, 0}}(R)\right)\right] \tag{3.14}
\end{equation*}
$$

Now, if the chi-square distance $\chi^{2}\left(h_{\hat{\Theta}_{j, 0}}, h_{\hat{\Theta}_{j, 1}}\right) \leq c / n$ where $h_{\hat{\Theta}}=g * f_{\hat{\Theta}}$, then for the expectation in (3.14)

$$
\begin{aligned}
& \left|E_{\hat{\Theta}}\left(P_{\hat{\Theta}_{j, 1}}(R)-P_{\hat{\Theta}_{j, 0}}(R)\right)\right| \\
& \leq E\left(\int_{R}\left|\prod_{k=1}^{n} h_{\hat{\Theta}_{j, 0}}\left(y_{k}\right)-\prod_{k=1}^{n} h_{\hat{\Theta}_{j, 1}}\left(y_{k}\right)\right| d y_{1} \cdots d y_{n}\right) \\
& <1-e^{-c}
\end{aligned}
$$

by the Bretagnolle-Huber inequality. For $n$ sufficiently large

$$
f_{\Theta_{j, 0}}(x) \geq \frac{1}{2} f_{0}(x) \quad \forall x \in \mathbb{R}
$$

and

$$
f_{0}(x) \geq c \max _{x_{n, j} \in[a, b]} f_{0}\left(x-x_{n, j}\right) \quad \forall x \in \mathbb{R}
$$

so that the argument of [12] may be applied to show that

$$
\chi^{2}\left(f_{\hat{\Theta}_{j, 0}} * g, f_{\hat{\Theta}_{j, 1}} * g\right) \leq \frac{2}{c} m_{n}^{1-2 \beta} \int \frac{\left[(\Phi * H)\left(m_{n} x\right) * g(x)\right]^{2}}{\left(f_{0} * g\right)} d x
$$

and this is smaller than or equal to $c / n$ for $m_{n}=c \cdot n^{\frac{1}{2(\beta+\eta)+1}}$ by the local result of [9]. Hence (3.14) is not smaller than $c \cdot a_{n j}^{2}(x)$ and since $j$ was arbitrary, we arrive at

$$
E_{\hat{\Theta}}\left(E_{f_{\hat{\Theta}}}\left|\hat{f}(x)-f_{\hat{\Theta}}(x)\right|^{2} \mid \hat{\Theta} \in \Lambda_{n}\right) \geq c_{1 \leq j \leq m_{n}} \max _{n j}^{2}(x)
$$

so that, finally,

$$
\begin{aligned}
& \sup _{f \in \mathcal{F}_{n}^{\prime}} E_{f} \int_{a}^{b}|\hat{f}(x)-f(x)|^{2} d x \geq c \int_{a}^{b} \max _{1 \leq j \leq m_{n}} a_{n j}^{2}(x) d x \\
& \geq c \sum_{j=0}^{m_{n}-1} \int_{x_{n, j}}^{x_{n, j+1}}\left|a_{n}^{-1}(\Phi * H)\left(m_{n}\left(x-x_{n, j}\right)\right)\right|^{2} d x \\
& =c \int_{0}^{b-a}\left|a_{n}^{-1}(\Phi * H)(y)\right|^{2} d y \\
& =c a_{n}^{-2} \text { by }(3.5) \\
& =c m_{n}^{1-2 \beta} \text { since } a_{n}=m_{n}^{\beta-1 / 2} \\
& =c n^{-\frac{2 \beta-1}{2(\beta+\eta)}} \text {. }
\end{aligned}
$$

## 4 Error densities not in $L_{2}(\mathbb{R})$

In this section, we study the deconvolution problem for error densities taken from

$$
\mathcal{F}_{\epsilon, 1, \eta}=\left\{\text { densities }\left.g| | \Psi_{g}(t)|\geq d| t\right|^{-\eta}, \forall t \text { with }|t| \geq T \text { and }\left|\Psi_{g}(t)\right| \neq 0, \forall t\right\}
$$

for some positive constants $d, T$ and $\eta \leq \frac{1}{2}$. For this case compared to the analysis in Sections 2 and 3 some subtle theoretical issues arise which we now address. First of all, to be precise, the Fourier transform $\Psi_{f}$ of some function $f$ is to be understood as the Fourier-Plancherel transform if $f$ is in $L_{2}(\mathbb{R})$, and as the characteristic function if $f$ is in $L_{1}(\mathbb{R})$. For $f \in L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$ both interpretations coincide. Secondly, the convolution identity $\Psi_{g * f}=\Psi_{g} \Psi_{f}$ which was crucial in Sections 2 and 3 is valid only if both $f$ and $g$ are in $L_{1}(\mathbb{R})$, if $f \in L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$ and $g \in L_{2}(\mathbb{R})$, and if $g \in L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$ and $f \in L_{2}(\mathbb{R})$. It is, however, not valid for $g \in L_{1}(\mathbb{R})$ and $f \in L_{2}(\mathbb{R})$. In the latter case, convolution of the two functions is not even well-defined. This has several implications. One of them is that the operator $C_{g}$ can no longer be viewed as an $L_{2}(\mathbb{R}) \rightarrow L_{2}(\mathbb{R})$ operator. Instead, we consider it as an operator with domain $\mathcal{L}:=L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$. But $\mathcal{L}$ equipped with the $L_{2}(\mathbb{R})$-norm though a normed linear space is not complete. A further problem arises from the fact that the operator $P_{\omega}$ for which $\Psi_{P_{\omega} f}=\Psi_{f} 1_{[-\omega,+\omega]}$ is not an $\mathcal{L} \rightarrow \mathcal{L}$-operator:
For $f \in \mathcal{L}, P_{\omega} f$ is in $L_{2}(\mathbb{R})$ but not necessarily also in $L_{1}(\mathbb{R})$. This is so since for $f \in L_{1}(\mathbb{R})$ the Fourier transform $\Psi_{f}$ is continuous or at least is equal to a continuous function outside of a (Lebesgue-)null set. Now, if for the continuous modification $\tilde{\Psi}_{f}$ of $\Psi_{f}, \tilde{\Psi}_{f}(\omega) \neq 0$ or $\tilde{\Psi}_{f}(-\omega) \neq$

0 then $\Psi_{P_{\omega} f}$ is discontinuous at $\omega$ or at $-\omega$ and this discontinuity cannot be eliminated by modification of the function on a null set. In conclusion, application of the operator $P_{\omega}$ may lead to functions not in $\mathcal{L}$ and in the sequel the convolution formula may no longer be applied. Therefore, an alternative operator needs to be introduced with the purpose to restrict frequencies to a compact set similar to what is accomplished by $P_{\omega}$. Towards this end, set

$$
\begin{equation*}
g_{\omega}(x)=\frac{2}{\omega \pi x^{2}}\left(\cos \left(\frac{\omega}{2} x\right)-\cos (\omega x)\right) \tag{4.1}
\end{equation*}
$$

which is in $\mathcal{L}$ and whose characteristic function is given by

$$
\Psi_{g_{\omega}}(t)=\frac{2(t+\omega)}{\omega} 1_{(-\omega,-\omega / 2)}(t)+1_{[-\omega / 2,+\omega / 2]}(t)+\frac{2(\omega-t)}{\omega} 1_{(\omega / 2, \omega)}(t)
$$

We utilize $g_{\omega}$ to replace the operator $P_{\omega}$ by the convolution operator $P_{\omega}^{*}$ defined by

$$
P_{\omega}^{*} f=g_{\omega} * f \quad, \quad f \in \mathcal{L} .
$$

Convolution of two $L_{1}(\mathbb{R})$-functions produces an $L_{1}(\mathbb{R})$-function and convolution of two $L_{2}(\mathbb{R})$ functions leads to an $L_{2}(\mathbb{R})$-function. Hence, $P_{\omega}^{*}$ is an $\mathcal{L} \rightarrow \mathcal{L}$-operator and for $f \in \mathcal{L}$

$$
\Psi_{P_{\omega}^{*} f}=\Psi_{g_{\omega} * f}=\Psi_{g_{\omega}} \Psi_{f}
$$

since both $f$ and $g_{\omega}$ are in $\mathcal{L}$. We also have an analogy to (2.6), namely

$$
\left\|P_{\omega}^{*} f-f\right\|_{L_{2}(\mathbb{R})}^{2} \leq \frac{a}{\pi 2^{1-2 \beta}} \omega^{1-2 \beta} \text { for } f \in \mathcal{F}^{\beta, a} \subset \mathcal{L}
$$

Now, let us consider the convolution operator $C_{\gamma}$ for densities $\gamma$ not in $L_{2}(\mathbb{R})$. $C_{\gamma}$ is an $\mathcal{L} \rightarrow \mathcal{L}$-operator: for $f \in \mathcal{L}, C_{\gamma} f \in L_{1}(\mathbb{R})$ is clear and $C_{\gamma} f \in L_{2}(\mathbb{R})$ follows from

$$
\begin{array}{rlrl}
\left|\left(C_{\gamma} f\right)(x)\right|^{2} & =\left|\int_{\mathbb{R}} \gamma(y) f(x-y) d y\right|^{2} & & \\
& =|E[f(x-Y)]|^{2} & , \text { if the random variable } Y \\
& \leq E\left[|f(x-Y)|^{2}\right] & & \text { has density } \gamma . \\
& =\int_{\mathbb{R}}|f(x-y)|^{2} \gamma(y) d y &
\end{array}
$$

which is integrable. In fact,

$$
\|f\|_{L_{2}(\mathbb{R})}^{2}=\iint_{\mathbb{R}} \int_{\mathbb{R}}|f(x)|^{2} \gamma(y) d x d y=\int_{\mathbb{R}}\left[\int_{\mathbb{R}}|f(x-y)|^{2} \gamma(y) d y\right] d x
$$

Unlike before, in the present context, the convolution operator $C_{g^{-}}$cannot be considered the Hilbert-adjoint operator of $C_{g}$, since $\mathcal{L}$ equipped with the inner product norm of $L_{2}(\mathbb{R})$ fails to be complete and, hence, is not a Hilbert space.
In analogy to (2.13), we set

$$
\begin{equation*}
\hat{f}_{*}^{(k)}=\sum_{j=0}^{k}\left(I-C_{g^{-}} C_{g}\right)^{j} C_{g^{-}} P_{\omega}^{*} \hat{h} \quad, \quad k \in \mathbb{N}_{0} \tag{4.2}
\end{equation*}
$$

for some ordinary density estimator $\hat{h} \in \mathcal{L}$ of the density $h$ based on direct observations. In analogy to Proposition 2, for $f \in \mathcal{L} \cap L_{2}^{\omega}(\mathbb{R})$ we have

$$
\begin{equation*}
\left\|\left(I-C_{g^{-}} C_{g}\right) f\right\|_{L_{2}(\mathbb{R})} \leq\left(1-d^{2} \omega^{-2 \eta}\right)\|f\|_{L_{2}(\mathbb{R})} \tag{4.3}
\end{equation*}
$$

from which we conclude that

$$
\left\|\left(I-C_{g^{-}} C_{g}\right)^{j} C_{g^{-}} P_{\omega}^{*} \hat{h}\right\|_{L_{2}(\mathbb{R})} \leq\left(1-d^{2} \omega^{-2 \eta}\right)^{j}\left\|C_{g^{-}} P_{\omega}^{*} \hat{h}\right\|_{L_{2}(\mathbb{R})}
$$

and so the sequence $\left(\hat{f}_{*}^{(k)}\right)_{k \in \mathbb{N}_{0}}$ converges in $L_{2}(\mathbb{R})$-norm. Since $L_{2}^{\omega}(\mathbb{R})$ equipped with this norm is a Hilbert space, the $L_{2}(\mathbb{R})$-limit of the sequence in $(4.2)$ is in $L_{2}^{\omega}(\mathbb{R})$. We denote this limit by $\hat{f}_{\omega}^{*}$. It can be represented as

$$
\begin{equation*}
\hat{f}_{\omega}^{*}:=\sum_{j=0}^{\infty}\left(I-C_{g^{-}} C_{g}\right)^{j} C_{g^{-}} P_{\omega}^{*} \hat{h} \tag{4.4}
\end{equation*}
$$

We mention that the sequence in (4.2) may not converge in $L_{1}(\mathbb{R})$-norm and $\hat{f}_{\omega}^{*}$ in (4.4) may not be an $L_{1}(\mathbb{R})$-function.
It remains to specify an appropriate estimator $\hat{h} \in \mathcal{L}$ for the sequence in (4.2). In the context considered in this Section, the sync-kernel estimator is not available as previously, since it fails to lie in $\mathcal{L}$. Instead, we take

$$
\begin{equation*}
\hat{h}_{\omega}^{*}(y):=\frac{1}{n} \sum_{j=1}^{n} g_{\omega}\left(y-Y_{j}\right) \tag{4.5}
\end{equation*}
$$

with $g_{\omega}$ from (4.1). Then we can state
Theorem 3 For error densities $g$ from $\mathcal{F}_{\epsilon, 1, \eta}$ and with $\omega=\omega_{n}=c n^{\frac{1}{2(\beta+\eta)}}$ we have

$$
\begin{equation*}
\sup _{f \in \mathcal{F}^{\beta}, a} E_{f}\left\|\hat{f}_{\omega_{n}}^{*}-f\right\|_{L_{2}(\mathbb{R})}^{2} \leq c n^{-\frac{2 \beta-1}{2(\beta+\eta)}} \tag{4.6}
\end{equation*}
$$

with $\hat{f}_{\omega_{n}}^{*}$ as in (4.4) using $\hat{h}=\hat{h}_{\omega_{n}}^{*}$ from (4.5).
The proof of Theorem 3 follows the line of argument of the proof of Theorem 1. But one needs to be mindful of the technical aspects outlined earlier in this Section and so it turns out to be more technically intricate. Also, the constant on the right hand side of (4.6) is different from the corresponding constant in Theorem 1.

## 5 Supersmooth error densities

In this Section we allow for error densities from the smoothness class

$$
\begin{array}{r}
\mathcal{G}_{\epsilon, \eta, \xi}:=\left\{\text { densities }\left.g\left|g \in L_{2}(\mathbb{R}),\left|\Psi_{g}(t)\right| \geq b\right| t\right|^{\eta} \exp \left(-\delta|t|^{\xi}\right) \forall t\right. \text { with } \\
\left.|t| \geq T \text { for some } T>0 \text { and }\left|\Psi_{g}(t)\right| \neq 0 \forall t\right\}
\end{array}
$$

Densities with an exponentially decreasing characteristic function are commonly referred to as supersmooth densities. In addition to smooth densities the class $\mathcal{G}_{\epsilon, \eta, \xi}$ does contain supersmooth densities. In analogy to the results in Section 3:

Proposition 5 For the root $C$ of the operator $C_{g}^{t} C_{g}$ with $g \in \mathcal{G}_{\epsilon, \eta, \xi}$ it is

$$
\|I-C\|_{L_{2}^{\omega}(\mathbb{R}), \text { ind. }} \leq 1-b \omega^{\eta} \exp \left(-\delta \omega^{\xi}\right)
$$

Proposition 6 For $\bar{f}^{(k)}$ as defined in (2.25) with $g \in \mathcal{G}_{\epsilon, \eta, \xi}$ and $P_{\omega} \hat{f}$ as in (2.12) we have

$$
\left\|\bar{f}^{(k)}-P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})} \leq\left(1-b \omega^{\eta} \exp \left(-\delta \omega^{\xi}\right)\right)^{k+1}\left\|P_{\omega} \hat{f}\right\|_{L_{2}(\mathbb{R})}
$$

Theorem 4 For error densities $g$ from $\mathcal{G}_{\epsilon, \eta, \xi}$ and with $\omega=\omega_{n}=\left[\left(\frac{1}{4 \delta}\right) \ln n\right]^{1 / \xi}$ we have

$$
\sup _{f \in \mathcal{F}^{\beta}} E_{f}\left\|\hat{f}_{\omega_{n}}-f\right\|_{L_{2}(\mathbb{R})}^{2} \leq c(\ln n)^{\frac{1-2 \beta}{\xi}}
$$

with $\hat{f}_{\omega_{n}}$ as in (3.3).
The proofs are similar in each case to those of the corresponding previous results. Note that the optimal sequence $\omega_{n}$ in Theorem 4 can be determined exactly, not merely up to a constant. Similarly to Theorem 2 we can also obtain a lower bound result for error densities from

$$
\begin{aligned}
\mathcal{G}_{\epsilon, \eta, \tilde{\eta}, \xi}^{\prime}:=\left\{g \in \mathcal{G}_{\epsilon, \eta, \xi}| | \Psi_{g}(t) \mid\right. & \leq \tilde{b}|t|^{\tilde{\eta}} \exp \left(-\left.\delta|t|\right|^{\xi}\right) \\
& \text { and } P\left(|\epsilon-u| \leq|u|^{\alpha_{0}}=O\left(|u|^{-\left(\alpha-\alpha_{0}\right)}\right) \text { as }|u| \rightarrow \infty\right\} .
\end{aligned}
$$

Theorem 5 For error densities $g$ from $\mathcal{G}_{\epsilon, \eta, \tilde{\eta}, \xi}^{\prime}$ we have

$$
\inf _{\hat{T} \in \mathcal{T}_{n}} \sup _{f \in \mathcal{F} \beta} E_{f}\|\hat{T}-f\|_{L_{2}(\mathbb{R})}^{2} \geq c(\ln n)^{\frac{1-2 \beta}{\xi}}
$$

For the definition of $\mathcal{T}_{n}$, see Theorem 2. Again, the proof follows the line of argument of the corresponding previous result.

## 6 Simulations

Now, we illustrate the iterative deconvolution estimator with some numerical experiments. We take the standard normal density $(N(0,1))$ and the standard Cauchy density as examples of the density $f$ which is being estimated. For the error density $g$ we also take two paradigmatic cases, one smooth and one supersmooth density: the double exponential density and $N(0,1)$. Hence, the summary of our simulations consists of four simulated cases:

| Figure | $f$ | $g$ |
| :---: | :---: | :---: |
| 1 | $N(0,1)$ | double exponential |
| 2 | Cauchy | double exponential |
| 3 | $N(0,1)$ | $N(0,1)$ |
| 4 | Cauchy | $N(0,1)$ |

Selecting the scaling parameter $\lambda_{n}=n^{1 / 8}$ in figure (1) and (2) according to Theorem 1 and $\lambda_{n}=\sqrt{\ln (n) / 2}$ in figure (3) and (4) according to Theorem 4, we compute the iterative estimators based on $n=1000$ independent contaminated observations in each case. This is a relatively small sample size for deconvolution tasks, especially if the error density is supersmooth. The estimators are calculated by the iterative scheme (2.4). We have plotted $f$ (the dashed line) as well as the iterations $\hat{f}^{(0)}, \hat{f}^{(1)}, \hat{f}^{(2)}, \hat{f}^{(5)}, \hat{f}^{(10)}$, constituting successively improving (in each of the four figures) approximations to $f$.


Figure 1: $X \sim N(0,1), \epsilon \sim$ double exponential


Figure 2: $X \sim$ Cauchy, $\epsilon \sim$ double exponential


Figure 3: $X \sim N(0,1), \epsilon \sim N(0,1)$


Figure 4: $X \sim$ Cauchy, $\epsilon \sim N(0,1)$
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