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1. INTRODUCTION
It is well-known that the Navier-Stokes system

Oyu + (’LL, Vz)u =vAzu — Vaep+ 9,
divu =0, u’asz:()’ U’t:o:“o

(1.1)

in a bounded 2D domain Q CC R? is well-posed and generates a dissipative semigroup S(t) in the
appropriate phase space (of square integrable divergent-free vector fields), see [6], [23], [24] and
references therein. We also recall that these results are strongly based on the so-called energy
estimate. In order to obtain this energy estimate one multiplies equation (1.1) by w, integrate over
) and uses the fact that the nonlinear term disappears:

(1.2) ((u, Vyg),u) := / (u(x), Vy)u(z).u(z) de =0,

€N
for every divergent-free vector field with Dirichlet boundary conditions.

In contrast to that, the situation is essentially less understood when the domain €2 is unbounded.
Moreover, although there exists a highly developed theory of dissipative PDEs in unbounded
domains (mainly based on the so-called weighted energy estimates, see [7]-[10], [18]-[19], [27]-
[30] and references therein), up to the moment, it was very difficult to extend it to the concrete
Navier-Stokes problem in unbounded domains, due to several principal obstacles.

Indeed, in contrast to bounded domains, in the unbounded ones the space of square integrable
(divergent-free) vector fields is not a convenient phase space, since the assumption u € L2(£2)
imposes too restrictive decay conditions on u(z) as ¢ — oco. So, under this choice of the phase space,
many classical hydrodynamical objects, like Poiseuille flows, Couette-Taylor flows, Kolmogorov
flows etc. are automatically out of the consideration. Thus, following the general theory mentioned
above, it is reasonable to replace the assumption u € L?(2) by more relevant one: u € L () where

the uniformly local Sobolev spaces Wé’p (Q) are defined via the following standard expression:
L
WP (Q) = {u e D'(Q), ||u||Wlf’P(Q) = sue% ||u||Wz,p(QnB}co) < 00}
xo

Here B denotes the ball of radius one of R? centered at zo € R? and W' means the classical
Sobolev space, see Section 1 for details. But here arises the main difficulty: how to obtain a priori
estimates for the solution u(¢) in the uniformly local spaces?

Indeed, since u(t) is not square integrable any more, we cannot multiply (1.1) simply by « and
use identity (1.2) (the integrals do not have sense). So, following the general strategy, we need
to multiply it by ¢u where ¢ = ¢(z) is an appropriate weight function. But in that case the
nonlinear term does not vanish and produce the additional cubic term like ¢'u®. We note that
this cubic term is not sign-defined and the rest terms in the energy equality are at most quadratic
with respect to u, so it was not clear how to control this cubic term in order to produce reasonable
a priori estimate.

Another obstacle is related with the fact that ¢u is not divergent free, so the pressure p does
not, disappear in the weighted energy equality and one should be also able to control the term
(¢'p,u). Of course, this problem is closely related with finding the reasonable extension of the
Helmholtz projector (to divergent free vector fields) to uniformly local spaces.

The above mentioned difficulties stimulated the developing of the alternative methods to handle
the Navier-Stokes equations in unbounded domains. In particular, rather helpful is the so-called
vorticity equation

(1.3) Ow — Agw + (4, Vy)w = 03,91 — Oz, 92

where w := 0,,u1 — 0z, u2. Indeed, if Q does not contain boundary, e.g. 2 = R2 or Q@ = S! xR
where St is a circle (like in the Kolmogorov problem), the maximum principle applied to (1.3)
allows to obtain global a priori estimate for the vorticity w which, together with the accurate
analysis of the explicit formulae for the Helmholtz projectors, allow to obtain the global in time a
priori estimates for the solution u(t) and, thus, to prove the global solvability of the Navier-Stokes
equation in the uniformly local phase spaces, see [2] and [12]. Unfortunately, a priori estimate



for vorticity obtained from the maximum principle grows linearly in time, so all of the further
estimates will also growing in time (to the best of our knowledge, for the case = R?, it gives
double exponential (~ eceCt) growth rate and polynomial (~ t3) growth rate for Q = S! x R).
The other essential drawback is that this method seems to be non-applicable to the problems with
boundary, e.g. in the case where {2 is a cylindrical domain.

Another attractive possibility to avoid direct weighted energy estimates is to use the bifurcation
analysis. Indeed, in the situation where the basic steady state of the Navier-Stokes problem is
slightly above the instability threshold, the solutions remaining close to that steady state can
be described in terms of the so-called modulation equations which are essentially simpler than
the initial Navier-Stokes problem (usually it is Ginzburg-Landau or Swift-Hohenberg equations),
see [1], [13]-[15], [17] and references therein. Since the well-posedness and dissipativity of these
modulation equations is well-understood, the standard perturbation methods allow sometimes to
obtain global in time estimates for solutions of the initial Navier-Stokes problem starting from the
small neighborhood of the basic steady state. In particular, the global existence and dissipativity
of such solutions for the 3D Couette-Taylor flow is obtained in [21] and ”almost global solvability”
(on the exponentially long with respect to perturbation parameter time interval) for the case of
Poiseuille flow can be found in [22].

It is worth to emphasize that, in the case where the domain  C R? possesses the Friedrichs
inequality

(1.4) lullf20) < MlIVaulZzg), weWy?(Q)

with positive A1 and under the restrictive assumption that u is square integrable, all of the above
mentioned obstacles disappear and Navier-Stokes problem (1.1) possesses a standard (unweighted)
energy theory similar to the case of bounded domains, see [5], [24]. We also mention the survey
paper [3] on existence of spatially decaying solutions of the Navier-Stokes problem in various
domains (not necessarily satisfying (0.4)), see also [11] and [26].

The main aim of the present paper is to develop weighted energy theory for the 2D Navier-
Stokes problems in a strip  := R x (—=1,1), (z1,22) € Q overcoming the obstacles mentioned
above. For simplicity, we will mainly consider the model Navier-Stokes problem

{@u + (U, Vz)u = AI’U/ - vmp +9,

(1.5) .
divu =0, U‘BQ =0, u‘t:o = ug

with v = 1 (the case of arbitrary v can be reduced to v = 1 by the appropriate scaling, see the end
of Section 8). Moreover, in order to make problem (1.5) well posed, we need to add the average
flux condition:

1

(1.6) (Suy)(t,z1) := 1/2/ u (¢, 1, x2) dxe = ¢,

-1
where ¢ € R is a given constant (assumption (1.3) can be considered as a kind of ”boundary
conditions” at x1 = +00).

The main result of the paper is a comprehensive study of the Navier-Stokes problem (1.5), (1.6)
in the uniformly local spaces (i.e. requiring the solution u(t) be only bounded as 1 — 400, no
decaying conditions are imposed). In particular, we prove the existence of a solution, its uniqueness
and regularity, dissipativity and existence of a locally compact global attractors for the Navier-
Stokes problem (1.5), (1.6). We emphasize that, in contrast to the previous results on this topic,
our phase space contains all of the Poiseuille flows and all known structures bifurcating from them.
Moreover, our result allows to embed the 2D Navier-Stokes problem in a strip into a general scheme
of investigating dissipative PDEs in unbounded domains mentioned above, including the study of
the dimension and Kolmogorov’s entropy of attractors, topological entropies, spatial and temporal
chaos, etc. We return to these questions in the forthcoming paper [31].

The paper is organized as follows. We recall in Sections 2 and 3 some basic facts on the theory
of weighted spaces and the regularity of elliptic boundary value problems in these spaces which
will be systematically used throughout of the paper.



Section 4 is devoted to study the Helmholtz projector IT and the Stokes operator A := IIA, in
weighted and uniformly local Sobolev spaces. The results of this section are similar to [4] and [5]
(and are, factually, inspired by these papers).

In Section 5, we study the auxiliary linear non-divergent free problem

1.7 0w =Av+Vgeq Iv|, . =0, dive=¢u, =0
( q t=T

Va0
where ¢(x) is the appropriate weight function and u(t) is a solution of the Navier-Stokes problem.
This auxiliary problem is necessary in order to overcome the obstacle related with the appearance
of the term containing pressure in the weighted energy equality. Roughly speaking, we will multiply
equation (1.5) by the function ¢u(t) — v(t) where v solves (1.7). Then, since div(¢pu — v) = 0 the
pressure term disappears (and the derivative of our weights will be small, so the corrector v will
be also small and do not produce any essential difficulties in its estimating, see Sections 5 and 6
for the details).

We note that it is not clear how to overcome this obstacle in more simple way. Indeed, the
”most natural” multiplication by II(¢u) does not work since II(¢u) has nonzero trace at the
boundary which leads to additional uncontrollable boundary terms under the integration by parts
in (Azu,II(¢u)). Another possibility is to construct a new ”projector” @ to divergent free vector
fields which preserves the boundary conditions and multiply the equation by Q(¢u). This, however,
leads to essential difficulties with the term (9;u, Q(¢pu)) which should be a complete time derivative
from something. We also note that the multiplication of the equation by the combination of ¢p0;u
and ¢IIA,u (as in [4] and [5]) is useless for us, since it works only if the unweighted L?-norm of
A, u is a priori known.

In Section 6 we overcome the main obstacle to the weighted energy theory for Navier-Stokes
equations — the cubic term ¢’u® mentioned above. In order to do so, we use the special weights

(1.8) O vy (@) = (14 2|z — x0]?)'/?

with very small € which factually depends on the solution u considered. Then, the careful analysis
of the obtained weighted energy inequality allows us to obtain the globally in time bounded a
priori estimate of the L?-norm of u(¢). Based on this a priori estimate, we then establish the
existence of such solution. In a fact, we first consider the case of zero flux ¢ = 0 (see Theorem 6.5)
and, after that reduce the general case to that particular one using the trick with the auxiliary
”energy stable” equilibrium (see Theorem 6.6).

The uniqueness of such solution is verified in Section 7 (see Theorem 7.1). Moreover, we
also verify here the L%—V[/bl’2 smoothing property for that solutions which is necessary for global
attractors (see Theorem 7.4).

Finally, in Section 8, we prove the dissipative estimate (=existence of an absorbing ball) for
solutions of Navier-Stokes problem in the uniformly local phase space (Theorem 8.1) and establish
the existence of a global attractor .A. Moreover, using the scaling arguments, we obtain the
following estimate for the size of attractor in Li-norm in terms of the kinematic viscosity v:

(1.9) [All 220y < Cv 3l + ||9||2L§(Q) +vY)

where the constant C is independent of v, ¢ and g. We recall that in bounded domains (in square
integrable case), the best known estimate is the following one:

(1.10) [ Allz2) < Cv Mgl z2@)-

We see that, although estimate (1.9) is ”worse” than (1.10), but it remains polynomial as v — 0
(with a reasonable degree 3). Thus, our method is not ”extremely rough” and can be used in
order to obtain reasonable quantitative bounds for the solutions.

To conclude, we mention that our method seems to be applicable to more general 2D domains
satisfying (1.4) and even to 3D cylindrical domains (of course, up to the uniqueness problem). We
return to these topics somewhere else.
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and by the CRDF grant RUM1-2654-MO-05. The author is also grateful to A.Afendikov and
A .Mielke for stimulating discussions.



2. FUNCTIONAL SPACES

In this section, we briefly recall the definitions and basic properties of weight functions and
weighted functional spaces which will be systematically used throughout of the paper (see also [9],
[28] for more details). We start with the class of admissible weight functions.

Definition 2.1. A function ¢ € Cj,.(R™) is a weight function of exponential growth rate y > 0
if the following inequalities hold:

(2.1) oz +y) < Copla)e!, o(x) >0,
for all z,y € R".
The following proposition collects the evident properties of that weights.

Proposition 2.2. 1. Let ¢ be a weight function with exponential growth rate p. Then, for every
€ >, ¢ is a weight function of exponential growth rate € (with the same constant Cy).

2. Let ¢ and i be weight functions of erponential growth rate p. Then the functions ¥, =
o(x)Y(x) and ¥y = ¢(x)/(x) are weight functions of exponential growth rate 2u with the constant

Cy, < CyCy.
3. Let ¢ be a weight function of exponential growth rate p and let 1 € Cioc(R™) satisfies
(2.2) C1o(x) < $(z) < Cr(z), = E€R™

Then 1 is also a weight function of exponential growth rate p and Cy < Cl_1020¢.
4. Let € > 0 and ¢(x) be a weight function of exponential growth rate p. Then the function
¢e(x) := d(ex) is of exponential growth rate ey and with Cy, = Cy.

All of the assertions of the proposition are simple corollaries of estimate (2.1).
The natural example of such weights is the following one:

(2.3) Gz () = e M2l gy e R e R.

Obviously, they are of exponential growth rate |u| and the constant Cy, . = 1 (independent of
xo € R™). However, these weights are nonsmooth at x = z¢. In order to overcome this drawback,
it is natural to use the following equivalent weights:

(2.4) puo (T) = e—M\/1+\ﬂc—wo|2, 20 € R™.
Indeed, since |z| < v22 4+ 1 < |z|+ 1, then these weights satisfy

(2'5) 6_‘”‘¢M7I0(l‘) S (pﬂaﬂﬂo (l‘) S e‘u‘qﬁ%lo (‘r)’ MAS R™

and, consequently, ¢, 2, are also weight functions of exponential growth rate p (with Copww =
211y, Moreover, in contrast to (2.3) these weights are smooth and satisfy, for 1 < 1 the additional

obvious inequality
(2.6) | D5 o ()] < Crlptlpp,ae (2), =€ R

where k € N, D¥ denotes a collection of all z-derivatives of order k and the constant Cj, is
independent of z and p. This inequality is crucial for obtaining the regularity estimates in weighted
spaces (see [9]-[10], [27]—[30] and Section 3 below).

Another important class of weight functions is the so-called polynomial ones:

(2.7) 0 (z) == (1 + |z — xo[*)™™/%, meR.

It is not difficult to verify that these weights are of exponential growth rate p for every p > 0 with
the constant Cp,, , ~depending on p and m, but independent of x¢ € .

We now introduce a class of weighted Sobolev spaces in a regular unbounded domain €2 as-
sociated with weights introduced above. Since we factually need below only the case where
Q:=Rx(—1,1) is a strip which obviously have regular boundary, in order to avoid the technical-
ities, we do not formulate precise assumptions on the boundary 9 (which can be found e.g. in
[9] or [10]).



Definition 2.3. Let 2 be a regular domain and let ¢ be a weight function of exponential growth
rate. Then, for every 1 < p < oo, we set

(2:8) LH@) = {u € (@) [ully = [ @y u(@)P do < o0}
and
29 LE® = {0 € L@, lulg, = sup (6la)ulan, ) < o0).

Here and below B] denotes an 7-ball of R™ centered at xo and we write L} instead of L’bjﬁl.
Moreover, for every | € N, we define the weighted Sobolev spaces qu;p (Q) and Wé(’;(Q) as

spaces of distributions whose derivatives up to order I belong to L7 (Q) and Ly ,(€2) respectively.
Furthermore, the weighted Sobolev spaces Wé;p (092) and Wé”g (092) on the boundary 99 can be

defined analogously only the integral over € (resp. supremum in (2.9)) in (2.8) should be naturally
replaced by the integral (resp. supremum) over the boundary 052, see [9], [10].

Remark 2.4. In the sequel, we will also use the functions u(t) with values in the weighted Sobolev
spaces defined above. In slight abuse the notations, we denote by L (R, Wbl’p ) the space, generated
by the following norm:

(2.10) ull Lz wrtmy = zsoue%s}é%HUHLp([T,T-&-l],Wl,p(QﬂB}CU)).

The following proposition collects some useful facts on the spaces introduced before.

Proposition 2.5. Let  be a regular domain and ¢ be a weight of exponential growth rate u.
Then,
1) For every r > 0 and every u € L(Q2), 1 <p < o0,

1/p
(2.11) S ulugon < [ oPnlultyann, d) < Colllligo
zo€ )

where the constant C, depends on r, p and on the constant Cy from (2.1), but is independent of
¢ and of the concrete choice of the weight ¢.
2) For every o > i, every q € [1,00] and every u € Li(Q), we have

q 1/q
(2.12) ([ ot ([ e=lu@iar) ) < Calullo
To€EQN TEQ

where the constant C, depends on o, p and on the constant Cy, but is independent of u and of
the concrete choice of ¢ and q.
3) For every a > i and every u € Ly 4(2), we have

R13) Ml o < s (o) [ e @) de) < Callulzg o)

xTE
where the constant C, depends on o, pt and on the constant Cy, but is independent of u and of
the concrete choice of .

The proof of that estimates is given in [9] (see also [10], [26]).

Remark 2.6. As we will see below, estimate (2.11) allows to reduce the proofs of embedding
and interpolation theorems for weighted Sobolev spaces to the classical unweighted case in a
bounded domain. Estimates (2.12) and (2.13) allow, in turns, to obtain the elliptic regularity
in weighted spaces with arbitrary weights of exponential growth rate if the analogous result for
the special weights e~®1#=%0l (or which is the same, for the equivalent smooth weights (2.4)) is
known, see Section 3. Moreover, these estimates allow to control the dependence of the constants
in embedding, interpolation and regularity theorems on the concrete choice of the weights which
is crucial for our study of the nondecaying solutions of NS equations.
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We need now to introduce also the weighted Sobolev spaces with fractional derivatives. To this

end, we first recall that in the unweighted case the space W!T?(Q) for s € (0,1) and [ € Z is
usually defined via

Dlu(z) — Dlu(y)?
(2.14) Fullynmiy = il + / / dz dy
Witsr(Q) whr(Q) v Jyea |x_y|n+sp

and, for negative [, the space WP (Q) is defined as a conjugate space to Wofl’q(Q) where 1/p+1/q =
1, see [16], [25]. Then, estimate (2.11) justifies the following definition.

Definition 2.7. Let Q) be a regular domain and ¢ be a weight function of exponential growth rate.
For every 1 < p < oo and every [ € R, we define the space qu;p (Q) as a subspace of distributions
for which the following norm is finite:

(2.15) [l

where 7 is some positive number (it is not difficult to verify that, this space is independent of r).
Analogously the norm in Wbl’p is defined via

(2.16) HUHWZ Q) = msoue%{(b(xO)pHquVle(QﬁB;O)}’

for simplicity, we fix below r = 1 in definitions (2.15) and (2.16) of the weighted norms.

Indeed, according to (2.11), we see that, for [ € Z, the spaces thus defined coincide with the
spaces from Definition 2.1. Moreover, it is not difficult to verify, using the explicit formula (2.14)
that in the unweighted case ¢ = 1, the norm (2.15) is equivalent to (2.14).

The following proposition describes the weighted negative Sobolev spaces in terms of conjugate
spaces.

Proposition 2.8. Let Q) be a reqular domain and let ¢ be a weight function of exponential growth
rate p. Then, for every l > 0, and every 1 < p,q < oo with 1/p+1/¢=1,

(2.17) Wi tP(Q) = Wy (@)

where WOZZ)(Q) denotes the closure of C§°(Q2) in the qu;q-norm and * means the conjugate space
(with respect to the standard inner product in L*()). Moreover,

(2.18) Orllullytr@y < Illin qayye < Collully -t

where the constants Cy and Cy depend on p, I, p and Cy, but are independent of the concrete
choice of u and Cy.

Proof. In order to avoid the technicalities, we give below the proof of (2.18) only for the case
of a cylindrical domain € := R X w where w is a smooth bounded domain of R"~! (only that
case will be used in the sequel) although the slightly modified proof works for a general regular
domain. In that particular case, we can restrict ourselves to consider only one dimensional weights
¢ € Cioc(R). Indeed, since w is bounded, (2.1) implies that

(219) Cl¢(57§0) < ¢(57£) < CQ¢(5560)7 ERS ]Ra 5 cw

where §y € w is some fixed point and, consequently, the weights @(s, &) is equivalent to ¢¢,(s) :=
#(s,&0). Moreover, it is more convenient to use, instead of balls By, the finite cylinders Qg :=

(s,s+1) X w, i.e. to define the norm in qu;p(ﬂ) via

P _ j4 P
(2.20) Iy = [ Sl

(since the norms (2.15) are equivalent for different r and w is bounded then (2.15) and (2.20) are
also equivalent).
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We first verify the right inequality of (2.18). To this end, we introduce a partition of unity
{¥y}yer € C§°(R) such that

1. supp¥y C (y,y+1),
(2.21) 2. [ entyls)dy =1,
|DE4py(s)] < Ch,

where the constant C}, is independent of s € R (obviously such partition of unity exists and can
be chosen in a smooth way with respect to y € R).

Let now u € [Wé’i,l (Q)]* be a functional over Wo 61

from that space. Then, using (2.21) and Hoélder inequality, we have

(Q) and let v be an arbitrary test function

@22) (o)< [ Jwwo)lds [ Julwesso, ol i <
yER yER

-1
<c / SO -1,y 60) " Iollwtaga,) d < Ol oy ol

which, together with the definition of the norm in a conjugate space gives the right-hand side of
inequality (2.18).

Let us now verify the left-hand side of that inequality. Indeed, let u € Wy Lp (Q). We fix a
family of functions v, € W}%(Q,), such that

(2.23) {u,vy) = lallw gy oy lwraay)

and normalize these functions as follows:
(2.24) vy llweaga,) = d@)P )by Lo(Q,)”

Since the spaces Wl’q(Qy) are uniformly convex, these family are uniquely defined and, moreover,
continuous with respect to y € R.
Let us define also the function v(z) as follows

(2.25) v(z) = /e]R vy () dy.

We claim that v € Wé:‘é,l(Q). Indeed, since v, € Wr(Q,), it can be naturally continued by

zero to the function v, € WH*(Q) with suppwv, C Q,. Thus, the integral (2.25) is well posed and
defines a function v € W 9(Q) vanishing at the boundary 952. So, we only need to estimate the

loc
qu’fl (Q)-norm of it.

Using now that [|vy [lwi.eq,) = 0if [s —y| > 1, we have

oo, dy= [ 6w ully g, do <

[s—y|<1

2:26) Jollwiaa, < |

[s—y|<1
<Cor [l o, Ay < Coe [ el
|s—y|< yeR

where the constant « > 2pu/q can be arbitrary (here we have implicitly used (2.1) in order to
estimate ¢(y) via ¢(s)). Taking the ¢-th power from the both sides of that relation, applying the
Holder inequality and using that ¢(p — 1) = p, we arrive at

S ol < OO [ 2l dy,

yeR

Integrating this relation over s € R and using (2.12), we finally infer

(2.27) 1900,y < Collully 1o
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We are now ready to finish the proof of the proposition. Indeed, due to (2.23)—(2.25), we have
(u,v) = / Vb olhwaca, = el

and, consequently, due to (221),
<u ’U> p 1—1

(228) ||U|| ! q = P

Woe—1 (D1 = ||y ”Wl “ (@ PRA(ON
Since p(1 —1/q) = 1, then (2.28) implies the left-hand side of inequality (2.18). Proposition 2.8 is
proven. ([l

Remark 2.9. Proposition 2.8 shows, in particular, that in the case ¢ = 1, the spaces WP (1)
introduced in Definition 2.7, coincide with the standard Sobolev spaces for any I € R. Moreover,
arguing analogously to the proof of Proposition 2.8, one can verify the interpolation representation
of the weighted spaces Wéfa’p(ﬂ) with fractional derivatives (I € Z, « € (0,1))

(2.29) WP Q) = (WiP(Q), Wi (@)

a,p
in a complete analogy with the unweighted case, see e.g. [25].

We now recall also the embedding and trace theorems for the weighted functional spaces.

Proposition 2.10. Let Q be a reqular domain and ¢ be a weight function of exponential growth
rate p. Then
1) For every 1 < p1 < pa < 0o and every 0 < ly <y satisfying

(2.30) 1 b 1 h
b2 n P n
there is a continuous embedding W;j PLQ) € W2P2(Q) and the norm of the embedding operator
depends on l;, p;, p and Cy, but is independent of the concrete form of the weight function ¢. If
the inequality (2.30) is strict, then we can take also pa = co.
2) For everym € Z4, 1 <p < 0o and | > m + 1/p the trace operator 113,

(2.31) TG 1= (] gy Oty -+ 051 o)

where Opu denotes the normal derivative of the function u at the boundary 02) maps WLP(Q) to
]

g;owé‘k‘l/p’p(aﬂ) and there ezists the associated extension operator [I156]~" (right inverse to
IT5,) and the norms of that operators depend on I, m, p, u and Cy, but are independent of the
concrete choice of the weight ¢.
Furthermore, the above results hold also for the family of spaces W;’g Q).

Proof. As in the proof of Proposition 2.8, we restrict ourselves to consider only the case of a
cylindrical domain € := R xw, one dimensional weights and the equivalent norms (2.20). Moreover,
we will consider below only the case of spaces Wé’p (the spaces Wlf ’g can be considered analogously).

Indeed, let u € W;j "P1(Q). Then, according to the classical Sobolev embedding theorem (see
[25]), we have

(2.32) ||u||le’P2(QS) < O”U”WU’M(QS)

where the constant C' is independent of s. Taking the power ps from the both sides of that
inequality, we transform it to the following form (for simplicity, we consider only the case ps < 00)

p2/p1
%0 gy < O P20y ) < C < |l dy>
S

where o > p is arbitrary and the constant C; is independent of w. Multiplying this relation by
¢(s)P? integrating by s € R and using inequality (2.12), we infer

ull? < Collull?;

l2 P2 Q) — l1 m Q)
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which proves the first part of the proposition.

Let us verify the second assertion of the proposition. Indeed, the existence and boundedness of
the trace operator II%, can be verified based on the analogous property for domains €2, exactly
as before (so we rest it to the reader). Thus, we only need to construct the extension operator
[17%,] 7. Indeed, let U = {ug}7", € ®Z@:0ijk71/p’p(89) be arbitrary. Using now the partition
of unity (2.21), we construct the family Uy := 1,U = {tsuy }*_,. Then, since all of that functions
vanish at the origins of the cylinder €1, there exists an extension operator [Hgbs]*l for bounded
domain Qg which maps Us to W!P(€),) and its norm is independent of U and s, see [25]. The
required extension operator [II%,] ™! can be now constructed as follows:

(2.33) 12,10 = / g 70

Indeed, the fact that this operator is well defined and the required uniform (with respect to ¢)
estimate for its norm as the map from ®?:0W47k71/p’p (09) to qu;p(Q) can be verified exactly

as estimate (2.27) for the function (2.25) from the proof of Proposition 2.8. Proposition 2.10 is
proven. (I

Our next task is formulate some trace theorems for classes of less smooth functions which are
closely related with the theory of NS equations. To this end, we need the following definition.

Definition 2.11. Let € be a regular domain of R™, ¢ be a weight function of exponential growth
rate yand 1 < p < oo. Let us define the space E} () of vector-valued functions u := (u',--- ,u") €
[D(2)]™ by the following norm:

(2.34) ”u”%g(g) = ||u||?LZ(Q)]TL + |l diqui;(Q).

The spaces Eﬁ ¢(Q) are defined analogously. Moreover, for every sufficiently smooth vector-valued

function u := (u!,--- ,u"), we denote by l,,u := (i, 7)

at the boundary.

50 the normal component of that function

Proposition 2.12. Let Q be a reqular domain and ¢ be a weight function of exponential growth
rate y. Then the operator 1, : E{(Q) — W(;l/p’p(aﬂ) is well-defined and

(2.35) ||lnu||W;1/p,p(6Q) < C||U||Eg(9)

where the constant C' depends on p and Cy, but is independent of the concrete choice of the weight
function ¢. Moreover, the analogous result holds also for the spaces E5¢(Q)

Proof. As before, we verify estimate (2.35) only for the cylindrical domains. Indeed, let u and v,
be smooth functions in 5. Then, due to Green’s formula

(2.36) (lnu, v)aq, = (divu,v)q, — (u, Vzv)q,.

As usual, we see that the right-hand side of (2.36) is well-defined for all v € EP(Q;) and v €
W14(Q,) where 1/p + 1/q = 1. Moreover, due to the classical trace theorems, there exists an
extension operator [IT,]~1 : W1=1/99(9Q,) — W4(Q,) whose norm is, obviously independent of
s. Thus, (2.36) shows that the functional /,,u is well-defined and satisfies

(2.37) llnullw-1/p080.) = llntlljwi-1/0000.) < Clluller@.)-

Multiplying this relation by ¢(s)? and integrating over s € R, we deduce (2.35) and finish the
proof of the proposition. Here we have implicitly used that

HlnullW*l/PsP((s,s+1)><8w) < ||lnu||wfl/p,p(a(zs)-

The estimate for Efy ¢(Q) can be obtained analogously using the supremum instead of integral over
s eR. (I
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As we have already mentioned, estimates of Proposition 2.5 allow to reduce the proofs of elliptic
regularity in arbitrary weighted spaces to the particular case of special weights (2.4). The following
evident proposition will be useful in order to reduce the case of that special weights to the classical
unweighted case ¢ = 1.

Proposition 2.13. Let Q be a regular domain and let T, 5, be a multiplication operator by the
weight @, 20(x) (t.e. (T zou)(x) = @ua,(@)u(x)). Then, for everyl € R and 1 < p < oo, this
operator realizes an isomorphism between the spaces Wé’f ., (&) and WHP(Q). Moreover,

-1
(2.38) C lullwyr (@) < ITuaetllwir) < Cllullwr (g
where the constant C depends on l, p and u, but is independent of u and xy € R™.

Indeed, this estimate is an immediate corollary of inequalities (2.6) and Definition 2.7 of the
corresponding weighted spaces.

We now formulate the weighted analogue of one standard interpolation inequality which is
crucial for the theory of 2D Navier-Stokes equation.

Proposition 2.14. Let Q := R x (0,1) be a strip ((x1,22) € Q) and let ¢;, i = 1,2 be weight
functions of the exponential growth rate pu. Then, the following interpolation inequality holds:

1/2 1/2
. <
(2.39) s, e < Clul gl g,

where the constant C' depends on Cy, and p, but is independent of the concrete choice of weights
¢;. Moreover, the analogous estimate holds for the spaces Wéi(ﬂ) as well.

Proof. Indeed, due to the interpolation inequality, we have
(2.40) [ull 740y < lullZ2q,)

where the constant C' is independent of s, see e.g. [16]. We transform this inequality as follows:

U||%/v1«2((zs)

2
(241) ullzaa,) < C (lull 2 lullwra,))” <

2
< (/ Re_as_y|||u||L2(Qyqu+1)|U||W1,2(Qyu9y+1)dll) :
sE

Multiplying this relation by ¢1(s)?¢2(s)? and using estimate (2.12) and Hélder inequality, we infer

4
(2.42) ||U||L<(1¢1¢2)1/2(Q)S

2
< Cy (/ b1(8)p2(s)l|ull L2 (2, ua. ) lullwr2@.u0.41) ds) <
seR
<c % || |2 d Nl ds <
< Oy o1(8)"[lullT2(0,u0,, 1) 48 - P2(8)" ullwr2(0,u0.,.) 45 <
seR seR
<Co [ o lulaadse [ oxPlulfnse,ds
seR seR

which implies (2.40). The case of spaces Wblz can be considered analogously. Proposition 2.14 is
proven. (I

Remark 2.15. Rem1.5 The proof of Proposition 2.14 shows a general way of proving the weighted
analogue of various interpolation inequalities. The most important for us here is the fact that the
constants in that inequalities will depend only on the exponential growth rate pu and on the
constants Cy and will be independent of the concrete choice of the weights.

We conclude by formulating some useful result on the weighted and local topologies on bounded
sets of Wlf’p(Q).
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Proposition 2.16. Let 2 be a bounded domain | € R and p € [1,00] let also B be a bounded
subset of Wé’p(Q). Then, for every weight function ¢ of exponential growth rate p satisfying

(2.43) |l e (rry < 00,

the set B belongs to qu;p(ﬂ) and the topology, generated on B by this embedding is independent of

the weight ¢ and coincides with the local topology on B generated by embedding to Wll(;fz(Q).
Proof. Indeed, due to (2.43), we have

P _ D p dae < p p
LA / Py 40 < 161G el

which shows that W/} () c Wé;p (). Let us now the sequence u, — u in W)?(Q). This means
that, for every zg € Q2 and every R € Ry,

(2.44) Jim Jun = ullwie@npz ) = 0.

Let also uy,,u € B and ¢ be an integrable (in the sense of (2.43)) weight. Then, since the set B is
assumed to be bounded in W}*(9),

(2.45) ngnoo ||Un||W;’P(Q\B§) =0

uniformly with respect to n € N. Assertions (2.44) and (2.45) imply in a standard way that
Uy — u in qu;p(Q). Since the embedding qu;p(ﬂ) C WEP(9Q) is obvious, then Proposition 1.8 is
proven. (I

3. ELLIPTIC REGULARITY IN WEIGHTED SPACES

In this Section, we recall some standard elliptic regularity results in weighted Sobolev spaces
which are necessary to deals with the Navier-Stokes equations in unbounded domains. For sim-
plicity, we restrict ourselves to consider only the case of a strip Q := Rx (=1,1) (z := (z1,z2) € Q)
although some of the results of this section remain true for general regular domains, see [9]-[10],
[27]-[30] for details. We start with the weighted regularity estimate for the Laplacian with Dirichlet
boundary conditions.

Proposition 3.1. Let us consider the following Dirichlet problem in a strip €):

(3.1) Agu=h, ujy,=0.

Then, for every 1 < p < oo and | = —1,0,1, there exists positive po = po(p) such that, for
every weight function ¢ with sufficiently small exponential growth rate p (u < po) and every

h e Wdl)’p(Q), equation (2.1) possesses a unique solution u € Wé”’p(Q) and the following estimate
holds:

(32) ||u||wab+2vp(g) < CHhHWqL;p(Q)

where the constant C depends on Cy, but is independent of the concrete choice of the weight ¢.
Moreover, the analogous estimate holds also for the spaces W;g(Q)

Proof. We restrict ourselves to verify a priori estimate (3.2) only (the existence and uniqueness of
a solution can be then verified in a standard way, see e.g. [9], [10]).

As we have already mentioned, due to estimates (2.12) and (2.13), it is sufficient to verify
estimate (3.2) only for the special class of weights ¢, +,(z) introduced in (2.4). Indeed, if we
have estimate (3.2) for such weights with the constant C' independent of xg, then we obviously
have the following estimate:

3.3 ull? < Oy, ull? < Cq||n||? <
33) Tullyisana,) < Conlltlysin gy < Cillillyy o <

< 02/ €7W°‘Sfy||\h||%/z,p(gy) dy
yeR
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where the constant C5 is also independent of s € R. Multiplying now estimate (3.3) by ¢(s)?
(where ¢ is a weight function with exponential growth rate u < pg), integrating over s € R and
using estimate (2.12), we infer the required estimate (2.2). Analogously, estimate (3.2) for the
spaces Wlf:g can be obtained by multiplication (3.3) by ¢(s)?, taking the supremum over s € R
and using estimate (2.13).

Thus, it only remains to verify (3.2) for the special weights ¢, s with a sufficiently small
positive po and every s € R. In turns, due to Proposition 2.13 and estimates (2.6), the case of
special weights ¢,,, s can be easily reduced to the unweighted case ¢ = 1. Indeed, the function
u € Witf’p(ﬂ) solves (3.3) if and only if the function v := ¢ _,, su € W+2P(Q) solves the following
perturbed version of problem (3.2):

(34) AIU = wflLOySh + [w#oﬁsﬁzums - 2(¢Lu07s)2wio7s]v+
+ 2¢/—uo,s¢#015811v = T*#Oﬁh + h’#o (’l)), v|aQ =0.
We recall that, due to (2.6),
(3.5) 1o (W) lwrer (@) < Crol[vll w2 (0
where the constant C is independent of s and po. Thus, if estimate (3.2) for ¢ = 1 is known, then
applying it to equation (3.4) and using (3.5), we infer

[vllwirzr@) < CUIT-po,shllwir ) + ollvllwirzrq))
with the constant C' independent of pg and s. Fixing now pg to be small enough that Cpg < 1/2,
we deduce from the last estimate that
(3.6) [vllwi+zr@) < 2CT—pg,shllwip o)

which together with Proposition 2.13 imply estimate (3.2) for special weights ¢,,, s.

Thus, we have reduced the verifying of the regularity estimate (3.2) in weighted spaces to the
unweighted case ¢ = 1. It only remains to note that (3.2) with ¢ =1 is a classical LP-regularity
estimate for the solutions of the Laplace operator, see e.g. [16], [25]. Proposition 3.1 is proven. [

Remark 3.2. Surely, regularity estimate (3.2) holds not only for I = —1,0, 1, but we will need it
in the sequel only for that values of [. We also note that estimate (3.2) holds for the unweighted
space since the spectrum of the Laplacian in a strip with Dirichlet boundary conditions is strictly
negative.

The next proposition gives the elliptic regularity for the biLaplace operator in a strip (2.

Proposition 3.3. Let Q be a strip and let us consider the following boundary value problem in
Q:

Ay =h
(3.7) { 2 =1
“‘6(2 = ho, a”u’asz = ha.

Then, for every 1 < p < oo and | = 0,1,2, there exists ug = po(p) such that, for every weight
function of a sufficiently small exponential growth rate p (u < pg) and every

(h, ho,h1) € Wé*Q’p(Q) « Wé+2—1/p,p(89) x W(i+1—1/p7p(aﬂ)
problem (3.7) has a unique solution u € Wéfz’p(ﬂ) and the following estimate holds:
(3.8) ||U||Wdl>+2,p(gz) < O(Hh”WQL;ZP(Q) + ||h0||W;+271/p,p(6Q) + ”thWiﬂfl“””(aQ))

where the constant C depends on Cy, but is independent of the concrete choice of weight function

¢. Moreover, the analogous result holds for the spaces Wé:d) as well.

Proof. We first note that, due to the embedding (trace) theorem for weighted spaces formulated
in Proposition 2.10, we can assume without loss of generality that hg = hy = 0. Moreover, arguing
as in the proof of Proposition 3.1, we can reduce the derivation of estimate (3.8) to the unweighted
case ¢ = 1. After that it only remains to note that the spectrum of the biLaplacian —AZ in a
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strip Q with homogeneous Dirichlet boundary conditions u‘ 0 = anu‘ oo = 0 is strictly negative.
Thus, for the unweighted case (3.8) is just a classical LP-regularity result for the 4th order elliptic
operator —A2 see [25]. Proposition 3.3 is proven. O

We are now going to consider the Newmann-type boundary value problems for the Laplacian in
a strip 2. The main difficulty here is the fact that, in contrast to the Dirichlet problems considered
above, the Newmann problem for the Laplacian has an essential spectrum at A = 0, which makes
the situation much more delicate. We however start with the regularized Newmann-type problem
where the spectrum remains strictly negative.

Proposition 3.4. Let Q be a strip and let us consider the following boundary value problem in
Q:

(3.9) Azu—u=0, ﬁnu‘aﬂ = hy,

Then, for every 1 < p < oo and | = 0,1,2, there exists ug = po(p) such that, for every weight
function of sufficiently small exponential growth rate p (u < po) and every hg € Wjjl/p’p(as))
problem (3.9) has a unique solution u € Wdl)+1’p(Q) and the following estimate holds:

(3.10) ||u||W<i+1’p(Q) = C||h0||W;*1/PvP(aQ)

where the constant C depends on Cy, but is independent of the concrete choice of weight function
¢. Moreover, the analogous result holds for the spaces Wbl’d) as well.

Proof. Indeed, in the case [ = 1,2 estimate (3.10) can be verified exactly as in Propositions 3.1
and 3.3 (by reducing to the homogeneous and unweighted case), so we rest it to the reader. In
the case | = 0 the situation is slightly more delicate since we do not formulate the extension
theorem for the space W(;l/ PP(Q) in Proposition 2.10 and, consequently, we need to work with
the nonhomogeneous boundary value problem. Nevertheless, the reduction to the unweighted case
based on introducing the function v := ¢, su works in this case as well. Indeed, this function
obviously satisfies

(3.11) Agv —v = hy,(v), anv’aﬂ =T_,,,sho
and
(3.12) )15y < Criollollwss ey

Thus, we can split the solution v of (3.11) as follows: v = v; + v where v; solves the homogeneous
problem

(3.13) Az —v1 = hyy(v), anm’a(z =0

and the remainder v, solves the analogue of (3.9) with hg replaced by T_,, sho. We see also that
the right-hand side of (3.11) belongs to L?(Q2) and, consequently, due to the classical LP-regularity,
we have

(3.14) [villw2r @) < Cllhu, (V)] zr@) < Criollv]lwie@)-

If we assume now that estimate (3.10) for the unweighted case ¢ = 1 and I = 0 is known, then,
due to (3.14), we infer

[vlwre@) < villwie@) + [v2llwie@) < CIT-p,shollw-1/pp00) + Criol[v]lwie o)

which implies the estimate

(3'15) HUHWLP(Q) < 20||T—u075h0||W*l/p,p(aﬂ)

if pg is small. Thus, the case of general weight naturally reduces to the case of ¢ =1 for [ =0 as
well. Tt remains to recall that, for ¢ = 1, estimate (3.10) is a classical L?-regularity result for the
Laplacian, see [25]. Proposition 3.4 is proven. O
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In order to treat the case of Newmann problem without the regularizing term —u, we need to
introduce the following averaging operator with respect to the variable zo ((z1,22) € Rx(—1,1) :=
Q):

1 /1
(3.16) (Su)(xq) = 5/ u(x, 8) ds.
-1

The next proposition gives the solvability of the Newmann problem for some natural closed sub-
space of the the space of external forces h.

Proposition 3.5. Let Q be a strip and let us consider the following boundary value problem in
Q:

(3.17) Ayu=h, Onu|y, =0.

Then, for every 1 < p < oo and | = 0,1,2, there exists ug = po(p) such that, for every weight
function of a sufficiently small exponential growth rate p (11 < po) and every h € Wé’p(Q) satisfying
Sh =0,

problem (3.17) has a unique solution u € Wé”’p(Q), Su = 0 and the following estimate holds:
(3.18) [ullwirar ) = Clibllyirq)
where the constant C depends on Cy, but is independent of the concrete choice of weight function

¢. Moreover, the analogous result holds for the spaces Wé:d) as well.

Proof. We first note that the operator S commutes with the multiplication operator T, and with
the z1-derivatives d,,. Thus, arguing exactly as before, we can reduce the proof of (3.18) to the
unweighted case ¢ = 1. So, we will prove below (3.18) for the case ¢ = 1 only.

To this end, we first consider the case p = 2. In that case we can multiply equation (3.17) by
u and obtain, after the integration by parts that

(3.19) IVaullZage) < 1Bl L2 lull 2
Since we have assumed additionally that Su = 0 then, we have the Friedrichs inequality
(3.20) [ullwiz@) < Cl[VaullL2a)
which together with (3.19) implies that
(3.21) [ullwrz) < Cllhllz29)-
In order to prove estimate (3.18) for p = 2 and ¢ = 1, we now use the following standard interior
regularity estimate:
(3.22) ”uH%/VH?w?(QS) < C(HUH%Vl@(QS,luQSuQSH) + ||h||%vlw2(98)) <
< [ e g, + Wl du
ye

Integrating this estimate over s € R and using (2.12) and (3.21), we infer the unweighted estimate
(3.18) for p = 2. Thus, due to the trick with the multiplication operator T, s, estimate (3.18) is
verified for p = 2 and all weights with sufficiently small exponential growth rate. Moreover, we
have also the analogue of estimate (3.18) with p = 2 for the spaces Wlfg(Q)

Let us now consider the case p # 2. We first consider the case p > 2 and will prove estimate
(3.18) for the spaces Wlf’p(Q). Indeed, since Wlf’p(ﬂ) C Wlf’Q(Q), then we already have the estimate

(3.23) [ullyr2q) < CllAllLz@) < Cillhlly @)
Using now the interior regularity estimate
lullwirzp,y < Clllullwizi, v, + RIlwee@,)) <

<G sug{e‘a‘s‘y'(IIUI|w1,2<szy> + Ihllwrre,))}s
ye
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taking a supremum over s € R from the both parts of that inequality and using (2.3) and (3.23),
we finally infer

(3.24) lullyis2og) < CllPllw 2 (0)-

Let now 1 < p < 2. Then, we split the solution u of (3.17) as follows: u = w1 + ug where u; solves
problem

(3.25) Amul — Uy = h, 8n 0

“1‘69 =

and the remainder ug solves

(3.26) Apug = —uy, Opuz|y, = 0.

We first note that, due to the LP-regularity (see Proposition 3.4), for equation (3.25), we have
(3.27) ||U1HWZ£+2'ZD(Q) < C”h”Wlf’p(Q)'

Moreover, applying the operator S to both sides of equation (3.25) and using that Sh = 0, we have
(3.28) (Su1)” —Su; =0 and, consequently, Su; = 0.

Furthermore, due to the embedding theorem (see Proposition 2.10), we have

(3.29) luillwiz) < C||U1||W;+2fp(g)a

for every 1 < p < 2. Thus, we can apply estimate (3.23) for equation (3.26) which together with
(3.27) gives estimate (3.24) for 1 < p < 2 as well.

Thus, estimate (3.24) is verified for all 1 < p < co. Then, due to the above described trick
with the multiplication operator T, s, we deduce estimate (3.18) for the spaces Wbltbz’p (Q) for all
weight functions of sufficiently small exponential growth rate.

So, it only remains to obtain it for the spaces Wé;p(Q). To this end, we note that (3.18) for the

spaces Wé:iuo S(Q) implies, in particular, that
(3.30) ||u||€vl+2,p(ﬂs) < Cj‘elg{ef“"p‘s’y'||h||€vup<ny>} <

< Ol/ e*#op\sfy|/2”h”%}l,p((z) dy.
yeN

Multiplying (3.30) by ¢(s)P, integrating over s € R and using (2.12), we deduce finally estimate
(3.18) and finish the proof of Proposition 3.5. O

Remark 3.6. As we see from the proof of Proposition 3.5, the weighted regularity estimates can
be deduced not only from the unweighted estimates in WP (), but also from its analogues in the
spaces Wlf’p(ﬂ). The last scale of spaces is sometimes (e.g., in the proof of Proposition 3.5) more
convenient, since, in contrast to spaces L?(), the spaces L} (€2) have usual (for bounded domains)
embedding properties (L () C LY*(Q), for p1 > pa).

We now note that assumption Sh = 0 in Proposition 3.5 is essential for the weighted estimate
(3.18). Indeed, in general case Sh # 0, for the quantity Su = (Su)(x1) we have the following
equation:

(3.31) (Su)(z1)" = (Sh)(x1), =1 €R

whose solution Su, obviously, does not possess any weighted regularity estimates for general h.
Fortunately, for problems arising in the weighted regularity theory for the Helmholtz operator, the
function Sh has a special structure which allows to take one primitive of it remaining in weighted
Sobolev classes. To be more precise, the following proposition holds.

Proposition 3.7. Let Q be a strip and let us consider the following Newmann boundary value
problem in :

(3.32) Azu =0, 8nu’aﬂ =lng
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where g € [LP(Q)]? is a divergent free vector field
(3.33) divg = 0.

Then, for every 1 < p < oo and l = 0,1,2, there exists pg = po(p) such that, for every weight
function of a sufficiently small exponential growth rate p (u < ug) and every g € Wi’p(Q) satisfying

(3.33), problem (3.32) has a unique solution (up to adding a constant) satisfying V zu € qu;p(Q),
and

(3.34) (Su)(z1) = (Sg1)(z1), =1 €R
and the following estimate holds:

(3.35) ”sz”W;«P(Q) < OHQHW;«P(Q)

where the constant C depends on Cy, but is independent of the concrete choice of weight function
¢. Moreover, the analogous result holds for the spaces Wbl:d) as well.

Proof. For simplicity, we deduce below only a priori estimate (3.35). The existence and uniqueness
of a solution can be verified in a standard way (see also [4]).
We first define an auxiliary function v as a solution of the following problem:

(3.36) Ayv—v =0, anv|m =1,g.

Then, due to Propositions 3.4 and 2.12, we have

(3.37) [oll5@y < Cltngllgs-orm ) < Collglhytace
Moreover, applying the za-averaging operator S to equation (3.36), we have
(3.38) (Sv)(z1)" — (Sv)(x1) = —1/2(g2(z1,1) — ga(1,—1)), 21 €R.

Furthermore, since the vector field g is divergence free, we have

1/2(g2(21,1) = ga(z1, —1)) = (S[0z,92]) (x1) = —(Sg1) (1)’

and, consequently,

(3.39) (Sv)(x1)"” = (Sv)(@1) = (Sg1)(z1)".
Let us consider now the remainder w := u — v which obviously satisfies the following equation:
(3.40) Ayw = —v, Onw|,, =0.

Then, according to Proposition 3.5, the function w := w — Sw satisfies the following estimate:
(3.41) ||@||Wi+1vp((z) < C||77||W;’P(Q) < Cl||9||wgp(9)'
So, it only remains to consider the equation for Sw, i.e.
(Sw)(z1)" = —(Sv)(x1)
which together with (3.39) gives
(3.42) (Su)(21)" = (Sg)(21)"

This relation shows that we can indeed to take one primitive and satisfy condition (3.34). It only
remains to note that the function (Su)(x;) is independent of 2o and, consequently,

(3.43) Veu = Via+ ((Su),0).
Thus, estimates (3.37), (3.41) together with the obvious fact that
(3.44) 1S9l er @y < Cligllwrrq)

implies (3.35) and finishes the proof of Proposition 3.7. O
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4. WEIGHTED SPACES AND THE HELMHOLTZ PROJECTOR

In this Section, we discuss the weighted analogue of the classical Helmholtz decomposition of
the space [L?(2)]? to divergent free and gradient vector fields which is necessary for excluding the
pressure from Navier- Stokes equations. To this end, we first need to define the corresponding
spaces of divergent free vector fields.

Definition 4.1. Let € be a strip. Then, for every [ > 0, 1 < p < co and every weight function ¢
of exponential growth rate, we define the following space of divergent free vector fields:

(4.1) HP(Q) = {v € [WP(Q)?, dive=0, lw|,,=0, Sv =0}

which is considered as a closed subspace of Wé’p (©) and endowed by the norm induced by this
embedding. Here the normal component [,v of the trace on the boundary is well-defined due to
Proposition 2.12 and the zo-averaging operator S is defined by (3.16). The spaces Hé’fﬁ(Q) can be
defined analogously. Moreover, for simplicity, we will write below HJ(Q2) and H} ,(€2) instead of
Hg’p (Q) and Hg:g(Q) respectively.

We also define the space VZ(Q2) as follows:

VE(Q) = {v € HP(Q), vl,, =0}
and the analogous space V{ ().

The following natural proposition clarifies the additional conditions [
formula (4.1).

nv}ag =0 and Sv; =0in

Proposition 4.2. Let Q) be a strip and ¢ be a weight function of exponential growth rate p and
1 < p < oo. Then the space HP(QY) coincides with the closure of all divergent free vector fields
v € [D(Q)]? in the topology of [LZ(Q)]Q:

(4.2) HL(Q) = [v e [DQ)]?, dive =0] (L5 (@)

where [-]y denotes the closure in the topology of the space V.

Proof. Indeed, let v be a divergent free vector field from [D(€)]2. Then, obviously, lnv‘ o0 =0
Moreover, integrating the relation 0,,v1 = —0,,v2, we infer that Sv; = const = 0 (since v; has a
finite support). Since all these properties preserve under the closure (see Proposition 2.12), then
the right-hand side of (4.2) is a subset of the left one.

Thus, it only remains to approximate every function from u € H’;(Q) by divergent free vector

fields belonging to [D(€)]2. In order to do so, it is natural to use the stream function ® of a
divergent free vector field u:

(43) U = 8I2(I), U = 7811(1)

which can be defined by the following natural formula:

(44) ‘I)(J?l,l'g) = /12 ul(xl, 9) de.

—1
Indeed, obviously, ® € L(2) and

(4.5) [l Lr () < Clluallzz @)
Moreover, 0,,® = u; and

Oz, ®(x1,22) = / Oz, u1(z1,8)ds = f/ Oz, u2(x1,8)ds = —ug(x1,x2)
—1 -1

(here we have implicitly used that divu = 0 and ug(z1, —1) = ua2(z1,1) = 0). Thus, the function
® satisfies indeed relations (4.3) and, consequently, we ® € W(;’p (Q) and

(4.6) ||(D||qub’p(ﬂ) < Cllull e (o)-
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Finally, since Su; = 0, then ®(z1,—1) = ®(z1,1) = 0 and, consequently, ® € Woly’g. It only
remains to note that every function ® from Woqu(Q) can be approximated by the smooth functions

with compact supports. Then, formula (4.3) gives the required approximation of the vector field
u. Proposition (4.2) is proven. O

Remark 4.3. Rem3.1 In Proposition 4.2, we have factually proven that formulae (4.3) and
(4.4) realize the isomorphism between spaces WO{’(I; (Q) and H{(2) (and also between the spaces
W(Jl,”j 5(€Q) and Hj (). Moreover, it is not difficult to see that this map also realizes an isomor-
phism between V¢ (€2) and WOQ(f(Q) (and between Vy ,(Q) and WOQ,gjqﬁ(Q) as well).

As usual, we define the operator II : [L2(Q)]?> — H?(Q) as an orthoprojector to the divergent
free vector fields. Then, as known (see e.g. [23] or [24]), every vector field u € [L?(£2)]? can be
split in a unique way in a sum of a divergent free vector field v € H?(2) and a potential one
V.p € [L?(R)]? for the appropriate p € H. (Q):

(4.7) u=v+ Vgp, dive=0, v:=Tu.
The next theorem shows that the analogous splitting holds in weighted spaces as well.

Theorem 4.4. Let Q be a strip and let I1 be the orthoprojector defined above. Then, for every
l<p<ooandl =0,1,2, there exists a sufficiently small positive pg such that, for every weight
function with exponential growth rate p < g, this projector can be uniquely extended by continuity
to a bounded operator from [Wé;p(Q)]2 to Hi;p(Q) and the following estimate holds:

(4.8) MTully1,0 () < Cllullin gy

where the constant C depends only on p, | and Cy, but is independent of the concrete choice of the
weight ¢. Thus, for every u € [Wdl)’p(Q)]2 there exists a unique decomposition in the form of (4.7)

with v € 'Hé;p(ﬂ) and p € WIHP(Q). In this formula v = Iu. Moreover, the analogous result

loc

holds also for the spaces Wlfg

Proof. Indeed, assume that (4.7) is satisfied for some functions u, v and p. Let us also introduce
the stream function ® € Wolg(Q) associated with the divergent free vector field v via (4.4). Then,

(49) A,d = 39521)1 — (9951’02 = 8932’&1 — azIUQ, (I)|BQ =0

Thus, due to Proposition 3.1, there exists a unique ¢ € Wézl’p (©) which satisfies (4.9). Moreover,
the following estimate holds:

(4'10) ||(I)||W;+1~P(Q) < CHazz“l - az1u2llwé)*1fp((z) < ClHUHW;’P(Q)

for every weight function of a sufficiently small exponential growth rate. Since the vector field v

can be found via ® by (4.3), then (4.10) shows that the projector II is really well defined for every

u e [VV(;’p(Q)]2 and satisfies estimate (4.8). So, we only need to verify decomposition (4.7).
Indeed, let u € [Wé;p(Q)]2 be arbitrary and let v := Iu and w := v — v. Then, obviously,

w € [WhP(Q))? and satisfies (in the sense of distributions) the following relation:

(4.11) Oz, W1 = Oy, Wa.

Consequently, since €2 is simply connected, there exists a potential p € W;;l’p (Q) such that
w = Vzp (this potential is obviously defined up to a constant, see [23]). Thus splitting (4.7) is
also verified and Theorem 4.4 is proven. O

Remark 4.5. There exists more general (and a slightly more complicated) way to found the
potential p from relation (4.7). Indeed, taking a divergence from the both parts of (4.7), we get

(4.12) Ayp =divu

and using that [ = 0, we infer the boundary condition for p:

"”|a§z

(4.13) &Lp’aﬁ =l,u 00"
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We however note that the right-hand side of (4.13) is ill-posed for general u € [LP(2)]%. In order
to overcome this difficulty, we introduce an auxiliary function p; which solves

(4.14) Agpr = divu, pl‘asl =0
and then, the remainder p := p — p1 solves
(4.15) Aup =0, 9np|yg = ln(h = Vap)|,g-

We now note that div(h — V,p1) = 0 and, consequently, due to Proposition 2.12, the trace
ln(h — Vzp1) on the boundary is well-defined and we can apply Proposition 3.7 which gives a
unique solvability (up to a constant) of (4.15) and estimate (3.35) for the gradient of p. It remains
to note that, condition (3.34) now reads

02,5p = Suy — 0,,Sp1 and, thus S0, p = Suy

which shows that p is indeed correctly defined (Sv; = Su; — SO0, p = 0, dive = 0 and l,v = 0).
The advantage of that method is that, in contrast to the scheme used in the proof of Theorem
4.4, it works not only for 2D strips, but also for 3D cylindrical domains, see [4] for the details.

Corollary 4.6. Let the assumptions of Theorem 4.4 hold and let v € HZ(Q). Then, for every
potential vector field w = Vp such that w € [L‘;,I(Q)P, we have
(4.16) (’U7'LU>[L2(Q)]2 =0.

Indeed, according to Proposition 4.2, the function v can be approximated (in the metric of
Li(Q)by a sequence of smooth divergent free vector fields with a compact support. Since for such
vector fields (4.16) is obvious, then passing to the limit, we obtain (4.16) for all v € HJ ().

The next proposition gives the estimate for the weighted norms of the commutator of II and
the multiplication operator T, ,, introduced in Proposition 2.13.

Proposition 4.7. Let Q be a strip, 1 < p < o0, 1 =0,1,2 and T, ,, is a multiplication by the
special weight ¢, o,(x1). Then, there exists o = po(p) > 0 such that, for every weight function
of exponential growth rate € < g, every u < po and every xo € R, we have

(4.17) (Tzy o= TL0 sy ullyrrns (< Chlullypiay

¢(<ﬂu,m0
where the constant C' depends on Cy, but is independent of i1, u, xo and on the concrete choice of
the weight ¢. Moreover, the analogous result holds for the spaces Wlfg(ﬂ) as well.

Proof. Indeed, let ® and ®, be the stream functions associated with divergent free vector fields
v = Ilu and v, := II(pyq,u) respectively. Then, according to equation (4.9), the function
W = ¢u2,P — P, solves

(4.18) {AIW : h . 290;1@08@1(1) + (‘DZJO(I) + LP;MEOUQ’
W}an =0.
Using now estimates (2.6) for the derivatives of ¢,, 5, and estimate (4.10) for ®, we obtain
(1.19) llhwts oy < Collulygro
Hyzg

where the constant C'is independent of i, ¢ and on the concrete choice of the weight ¢. Applying
now Proposition 3.1 to equation (4.18), we arrive at

4.20 w 142, < Cqpl|wl| 1, .
( ) ” ”WM‘P:IU)A(Q) ,U” ||W¢p((z)
In order to verify estimate (4.17) it is now sufficient to recall that
Ou,zoV1 — Vo1 = 02, W, Qpu a2 — Voo = =0 W + 90;@0@.

Thus, (4.17) is proven. For the case of the spaces WZ’Z(Q), the proof of (4.17) is completely
analogous. Proposition 4.7 is proven. g

We now consider the elliptic operator A := IIA, defined on the space of divergent free vector
fields and formulate the natural regularity result for this operator.
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Proposition 4.8. Let ) be a strip and let A := 1A . Then, for every1l < p < oo andl = 0,1 there
exists positive g = po(p) such that, for every weight function of a sufficiently small exponential
growth rate (u < po) operator A realizes an isomorphism between spaces Vg(ﬂ) N 'Hf;Q’p(Q) and

Hi;p(Q) and the following estimate holds:
(4.21) C_lHuHHsz,p(Q) < ||HA$’U’||H2;7)(Q) < C”U”H;“«P(Q)

where the constant C' depends on Cy, but is independent of the concrete choice of the weight
function ¢. Moreover, the analogous result holds for the spaces Hé’{;(ﬂ) as well.

Proof. We first note that the right-hand side of (4.21) is an immediate corollary of Theorem 4.4,
so, we only need to verify the left one.

Indeed, let g = IIA u, u € H;JrQ’p(Q). Due to the decomposition (4.7) and Theorem 4.4, that
is equivalent to the following stationary Stokes equation in 2:

{Azu+vzp =9,

(4.22) )
=0, divu=0.

“‘6(2

In order to solve (4.22), we use again the stream function ® for the divergent free vector field w.
Then, the function ® should satisfy the following biLaplace equation in :

(4.23) A2 = 0,,91 — O, 92, D], = On®|,, = 0.

Vise versa, let ® solve (4.23) and let u = (9., ®, —0;, P). Then, the vector field w := Au —g
satisfies (4.11) and, consequently, it is potential and u solves (4.22). Thus, problems (4.22) and
(4.23) are equivalent.

It only remains to note that, due to Proposition 4.7, problem (4.23) is uniquely solvable and

(4'24) H(I)HW‘;*&P(Q) < CHazzgl - az192llwé)*1fp((z) < Cl”QH?—[fJf(Q)

which, together with (4.3) and the fact that ¢ = IIA u gives the left-hand side of (4.21) and
finishes the proof of Proposition 4.8. 0

Corollary 4.9. Let the assumptions of Proposition 4.8 hold and let p = 2. Then, for every weight
function with a sufficiently small growth rate p, we have

(4.25) CHpAru, pAu) < (PIIA u, pIIAu) < C(pAzu, A1)

where (-,-) denotes the standard inner product in [L*(Q)]? and the constant C is independent of
the concrete choice of the weight ¢ and u € V3(Q) N H;’Q(Q).

Indeed, estimate (4.25) is an immediate corollary of (4.21) with p = 2 and the following elliptic
regularity estimate for the Laplacian in 2 with Dirichlet boundary conditions:

(4.26) C_IHUHW;«Q(Q) < ||Azu||Li(Q) < C||u||W;’2(Q)7

see Proposition 3.1.

We conclude this section by considering the action of operator A := IIA, in weaker spaces Vf;
which will be used in the sequel in order to define weak weighted energy solutions of the Navier-
Stokes equations and derive the appropriate energy estimates. To this end, we need to define the
corresponding functional spaces.

Definition 4.10. Let Q be a strip and let Dg;y(2) be the space of all smooth divergent free
vector fields in © with compact support. As usual, we denote by D%, () the space of all linear
continuous functionals on Dgiy (2). We denote also by H~1?(€2,) C D), (§2s) the conjugate space
to V1(Q) with the standard norm.
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Finally, for every weight function ¢ of exponential growth rate u, we define the spaces H;l(Q)
and Hb_;( ) as subspaces of D/, (2) with the following finite norms:

Il gy = / Sl 1 ds < 0,

[l 2y 2= SD{6(5) -3} < .

Arguing exactly as in Proposition 2.8, one can show that

(4.27) H, P (Q) = VI ()"

We however note that the spaces ’H;l’p (Q) are not the subspaces of distributions and, in a fact,
larger than the corresponding spaces [W YP(Q)]? of distributions. Nevertheless, there is a natural

map of [W° LP(Q))? to H;l’p (Q) (which is usually considered as an extension of the projector II
to the negative Sobolev spaces and is also denoted by II)

(4.28) (Mu,v) gy = (u,v), dive =0

where in the left-hand side we have the pairing in DJ, () x Daiv(€2) and in the right-hand side
the standard pairing in distributional sense is written.
Thus, the Stokes operator A = IIA, can be naturally extended to the operator from Vg(Q) to

H;l’p (Q) (and, analogously, in the spaces Vy ,(€2)). The last result of that section shows that this
operator is an isomorphism, i.e., Proposition 4.8 holds for [ = —1 as well.

Proposition 4.11. Let Q) be a strip and let A = I1A, be as above. Then, for every 1 < p < oo,
there exists positive pg = po(p) such that, for every weight function ¢ with a sufficiently small
exponential growth rate p (u < po), the operator A realizes an isomorphism between spaces Vg(Q)

and H;l’p(Q) and the following estimate holds:
(4.29) C M ullvgiey < IMAullyrr o) < Clluflvy o)

where the constant C depends on Cy, but is independent of u and of the concrete choice of the
weight ¢. Moreover, the analogous result holds for the spaces Vfd)(Q) as well.

Proof. As it was established in Proposition 4.2, maps (4.3) and (4.4) give an isomorphism between
spaces V:;,l(ﬂ) and VVO2 ’(Z,l(Q). This isomorphism naturally generates an isomorphism of the

conjugated spaces, namely, between W(;Q’p(ﬂ) and H;l’p(Q). Indeed, let g € H;l’p(ﬂ). Then,
the associated functional g € W >P(Q) is defined via
(4.30) (9, ®) == (9, (02, @, =0u, ®)) g1, = — (0,91 — 02, 92, P) .
Vise versa, for every g € W;Q’p(ﬂ), one defines the associated functional g € H;l’p(ﬂ) by
(9, V)aiv = (9, P,

where &, is a stream function associated with v. Moreover, the operator A = IIA, is conjugated
to the biLaplacian under that isomorphism. Indeed, we have

(4.31) (Apu,v) g, = — (A2, D)

and, consequently, equality IIA,u = g reads

(4.32) A2®y = =G = 02y91 — 02,92, Py = On®| g, =0
Thus, due to Proposition 3.3, we have

(4:33) 1l ) < Cllll 2@y < Cillglhgs oy

and the analogous estimate for the spaces Wb f(Q) This estimate finishes the proof of the left-
hand side of (4.29). Since the right-hand side of it is obvious, then Proposition 4.11 is proven. [
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5. AN AUXILIARY LINEAR STOKES PROBLEM
In this section, we study the following nonstationary linear Stokes problem in a strip 2:
Ow = Agzw — Vg,
(5.1) divw = h(t), Sw; =0
w|yq =0, Tw|,_, =0
where h(t) = h(t,x) is a given function satisfying
(5.2) Sh(t)(z1) =0, t€[0,T], z1 €R.

This auxiliary problem will be essentially used in the next section in order to obtain the weighted
energy estimates for weak solutions of the nonlinear Navier-Stokes system.
The following theorem gives a priori estimates and the solvability result for problem (5.1).

Theorem 5.1. There exists a positive g such that, for every weight function ¢ of sufficiently
small exponential growth rate p (u < po) and every

(5.3) he L*([0, ], W, () N C([0, T], L3(%))
for which (5.2) is satisfied problem (5.1) possesses a unique solution w from the class
(54) we L*([0,T],W*(Q)) N C([0,T), W, (),
dillw € L2(0,T], L3(%)), g € D'(0.T] x Q)
and satisfying the following estimates:

T
/O efaltfsl(||3tHw(s)||%i(Q) + ||w(s)||124/§,2((2)) ds <

T
(5.5) < e~ ()2 g s,
T

[ @Iy 120y < € (|h(t)|lii<m +/0 e R ()2 g dS)

where « is a sufficiently small positive constant depending only on g and the constant C' depends
on Cy, but is independent of the concrete choice of the weight ¢.

Proof. In order to solve (5.1), we are going to reduce it to the divergent free case. To this end, we
need the following lemma.

Lemma 5.2. Let the above assumptions hold and let us consider the following stationary Stokes
problem:

(5.6) Agv—Vur =0, dive=h, = 0.

Va0
Then, there exists positive ug such that, for every weight function of sufficiently small exponential
growth rate p (u < po) and every h € W(;’Q(Q), 1 =0,1 satisfying (5.2), equation (5.6) possesses

a unique solution v € W(i+1’2(ﬂ), Svi = 0, satisfying (5.6) in the sense of distributions and the
following estimate holds:

(5.7) HUHW;+1’2(§2) < CHhHW;«?(Q)
where the constant C' depends on Cy, but is independent of the concrete choice of the weight ¢.

Proof. Let us define the function K as a unique solution of the following problem:

(5.8) ALK =h, 0,K|,,=0, SK=0
(which exists due to condition (5.2) and Proposition 3.5) and let 6 := VK. Then, obviously,
(5.9) divd =h, 1,0 =0s|,,=0
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and, due to Propositions 2.13 and 3.5, we have
(5.10) HGHW(;“’Z(Q) + ||9|BQHW<;+1/2’2(BQ) < OHh’”WQL;Z(Q)'
Let us now ¥ := v — 6. Then, this function should satisfy
(5.11) A0 =V, =0, divo =0, In0],, =0, 01|, = —01],,, Sv1=0.
In particular, we see that v € Hi;Q(Q) and, consequently, we can use transformation (4.3) and
(4.4) to the associated stream function ® which should satisfy the following equation:
25 _ _ —
(5.12) AZD =0, Plag =0, 9nPloa = —b1],,
The assertion of the lemma is now an immediate corollary of estimate (5.10) and Proposition

3.3. O

We are now ready to finish the proof of the theorem. To this end, we introduce a new dependent
variable w(t) := w(t) — v(t) where, for every ¢t € [0, T] function v(t) solves the stationary problem
(5.6) with h replaced by h(t). This function obviously satisfies the following equation:

(5.13) O (0 +v) = Ay — Vg, divw =0, w|,, =0, o|,_, = —Tv|,_,.
Applying the projector II to both parts of (5.13), we infer
(5.14) O (w + v) = MA,w, diviw =0, @|,, =0, o|,_, =—Iv|,_,.
In order to obtain a priori estimate for solutions of (5.14), we multiply it by the expression
Vopseo (21)02, (0 + IIv) + Oz, (2,00 (21)z, (0 + IIv)] where xy € R is arbitrary, u > 0 is small
enough and the weight ¢ is defined by (2.4). Then, we get
(5.15)  1/204(@2p,20, |V (© + II0) [*) + (02,1,20 TA D, Apil) =
= (2,00 TAGW, Oy W) — (P24, TAZW, ApTIV) — (93, 4 TALW, Dy, TTw).

We estimate the second term in the left-hand side of (5.15) using estimates (4.17), (4.8) and (4.25)
in the following way:
(5.16)  (P2u,a0TAL W, Ay®) = (P2,20 |HAI’LD|2)7

— (TTA@, (@2, © T =TT 0 02, 20 ) Ap®) > C(P2p.20, | Axd|?)—

~ iz (Paprn © 11— T ) Agtl?) > (Co = ColAgls (g

where the constants C; are independent of p and xg. Fixing now u to be small enough, estimating
the right-hand side of (5.15) by Holder inequality and using (4.8) and (4.21), we have

(517) V(@ +T0)s o)+
+ 04(||Az@||%30u’10 @ T IVa(w+ HU)H%g%xO @) < CHUH%’ViﬁIU )
where the positive constants o and C are independent of g € R (here we have also implicitly
used that [Vo(@ + )12, @ < CUVawlzz, @+ Iolwze o)
Applying the Gronwall inequality to (5.17) and using estimate (5.7) with [ = 1 (for every fixed
t), we arrive at

t
(5.18) ||Va(w(t) —&—Hv(t))H%iwo ) —1—/0 e_a(t_s)Hw(S)Hnga @ ds <

TR

t
<C —alt=5)||p(s)[2 d
<0 [N s g
(here we have used also that @(0) +IIv(0) = ITu(0) = 0). Moreover, since the constant C' in (5.18)
is independent of 2y € R, then, multiplying (5.18) by ¢*(zg), integrating over zg € R and using
(2.12), we obtain (exactly as in Section 3) the analogue of estimate (5.18) not only for the special
weights ¢, 2, but also for arbitrary weight ¢ of exponential growth rate e < p.
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In order to deduce a priori estimate (5.5) from (5.18), it only remains to recall that w = @w + v
and (due to (5.7) with I = 0)

lw®)llwz20) < CIVa (@) + o))l L2 @) + 17O 22 @)-

Indeed, this estimate together with (5.18) gives the required estimate for the W(;’Q—norm of w(t),

estimate for the W;’Q—norm of w is also an immediate corollary of (5.18) and (5.7) with | = 1.
Finally, the required estimate for 9;ITw = 9;(@ + ITv) can be now obtained from equation (5.14).
Thus, a priori estimate (5.5) is proven.

We also note that, due to our construction, we have

(5.19) v(t) =Tv(t) + VLK (t)
where K(t,x) = Kj ) (x) solves problem (5.8) for every fixed ¢. Thus,
(5.20) (Id —H)E)tw(t) = atVth(t) = VZKBth(t)a

and we see that, in contrast to the divergence free component of 0;u its potential component does
not belong to L3(€2) for general external forces h, but if, in addition, we have d;h € L3(92), then
(5.20) and Lemma 5.2 show that d;u will be also in L3(Q2) and equation (5.1) can be naturally
understood as an equality in L*([0, T, LZ(9)).

The above observation gives a natural way to construct the required solution w(t) of (5.1)
based on the obtained a priori estimate. Indeed, let us approximate the external force h €
C([0,T], L3 (2)) N L*([0, T, W(;Q(Q)) by a sequence of smooth (with respect to t and x) functions
h™ having the compact support in x; and satisfying (5.2). Having such h"™, we construct the
associated functions v € C1([0,T], W?2(2)) by Lemma 5.2. Then, the associated equation
(5.13) for @™ will be the standard nonstationary Stokes equation with the external forces 9,v(t)
belonging to the unweighted space C([0,T], W22(Q)).

It is well-known that, for such external forces the nonstationary Stokes equation possesses a
unique solution w" € W12([0,T], L*(Q)) N L?([0, T], W*2(2)), see e.g. [4] or [5]. Thus, the
approximating sequence of solutions w™ is constructed. We also note that, since w™(t) belongs to
L?(Q) and divergent free, one has

(5.21) Sw] =0 and, consequently Sw} = 0.

Moreover, since h™ have compact support in 1, then a priori estimate (5.5) holds for w™ uniformly
with respect to n — oco. Passing now to the limit n — oo and using (5.21) we construct the required
solution w(t). Theorem 5.1 is proven. O

Remark 5.3. Condition Sw; = 0 is essential for the uniqueness part of Theorem 5.1. As we
will see below, for every function c(t) € Cy(R), equation (5.1) possesses a solution w satisfying
Swy (t) = e(t).

The next corollary gives one more estimate for the solutions of problem (5.1) which will be used
in Section 7 in order to verify the uniqueness theorem for the nonlinear Navier-Stokes problem.

Corollary 5.4. Let the assumptions of Theorem 5.1 hold. Then, the solution w(t) of problem
(5.1) satisfies the following estimate:

t t
(522 JR Ay T AN

where ¢ is weight function of a sufficiently small exponential growth rate and the constant C
depends on Cy, but is independent of the concrete choice of h and ¢.

Proof. Indeed, due to Lemma 5.2, it is sufficient to verify estimate (5.22) only for the solution
w(t) of equation (5.14). In order to do so, we multiply this equation by e~(*~%) integrate over
t € [0,s] and introduce a new dependent variable Z(s) := [, e~(=Yp(t) dt. Then, this function
satisfies the following equation:

(5.23) 0sZ(s) —NIA,Z(s) = H(s), divZ(s)=0, Z(0)=0
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where H(s) := [ e~ (*=DIIu(t) dt — ITv(s).
Arguing now as in the end of the proof of Theorem 5.1 (see (5.15)—(5.18)), we deduce that the
solution Z(s) of equation (5.23) satisfies

(5.24) | 10,2030 41202yt <€ [ IO 0 o

Moreover, due to Lemma 5.2, we have also the estimate

6:25) [ OB < C [ Iy dr < [ 1A @ dr
0 0 0

Combining estimates (5.24) and (5.25) and taking into account the evident relation w(s) =
0sZ(s) + Z(s), we derive estimate (5.22) for the function w(t). Corollary 5.4 is proven. O

We conclude this section by preparing some technical tools for obtaining the energy estimates
for the nonlinear Navier-Stokes equation in a strip. To this end, we need to introduce some more
functional spaces.

Definition 5.5. Let Q be a strip and let the space W;([0,T] x Q) consists of vector fields u €
L2([0,T),V2(Q)) N LE([0,T), HE(Q)) (see Remark 2.4) such that the t-derivative d;u belongs to
D}, () a.e. and satisfies

(5.26) dvu € LE([0,T), 1, M2(9)) + Ly *([0, 7], 1,*(2).

We recall that, as usual the space U +V is defined as the spaces of functions (functionals) ¢ which
can be presented in the form ¢ = v + v where v € U, v € V with the norm

(5.27) ollo+v = inf{||ullu + ||vllv; v e U, veV, ut+v=d}

Let us consider also an arbitrary weight function 6 of a sufficiently small exponential growth
rate p and a smooth nonnegative function ¢ satisfying the following assumptions:

(5.28) |/ (s)| + &(s) < CO(s), seR, 62(s) ds < oo.
seR

In order to obtain the weighted energy estimates for the solution u € Wy, ([0, T] x ) of the Navier-
Stokes equation in L3(Q) (which contains L7(Q) due to the integrability assumption on ¢), it
would be natural to multiply it by the function ¢?u and integrate over €2, but, unfortunately,
this function is no more divergent free and, consequently, this way does not allow to exclude the
pressure. Instead of that, we will multiply it by the function ¢?u — v where v(t) := (Pyu)(t) is the
appropriate corrector which makes this multiplier divergent free. To this end, the function wv(t)
should satisfy

(5.29) divo(t) = hy(t) := 200 us(t)

(here we have used that dive = 0). Due to the integrability assumption on ¢, the function
h € L*([0,T], Welﬁ (Q)) and, moreover, since Su; = 0, we have Sh = 0 and (5.2) is satisfied.

Furthermore, it is convenient for us to fix the corrector v(t) := (Pyu)(t) as a solution of the
following auxiliary nonstationary Stokes problem in €:
(5.30) —0w = Ayv — Vyaq, divo(t) = hy(t), U‘BQ =0, Hv‘t:T =0.

This equation, obviously, can be reduced to (5.1) by the time change t — T — ¢t. Thus, Theorem
5.1 and estimate (5.5) holds for this equation as well. The following theorem justifies our choice
of the corrector Py and gives the main technical tool for the weighted energy estimates of the
Navier-Stokes equations.

Theorem 5.6. Let Q be a strip and let ¢ be a smooth nonnegative function, satisfying (5.28) for
some square integrable weight 0 of sufficiently small exponential growth rate p. Then,

(5.31) W, ([0,T] x Q) C C([0,T], LE(R)).
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Let also Py be defined as the solving operator for problem (5.30). Then, the following equality
holds:

(5.32) %[1/2@’%@, u(t)) — (u(t), (Pyu)(t))] + (Vou(t), Va (g u(t)) =
= (Opu(t) — A u(t), 6*u — (Pyu)(t))

which means that the function 1/2(¢*u,u) — (u, Pyu) is absolutely continuous as a scalar function
on [0,T] and (5.32) holds almost everywhere.

Proof. Let u € Wy([0,T] x Q) be arbitrary and let, for the first ¢ = ¢, z,. Let us approximate u
by a uniformly bounded sequence u,, € Wy([0,T] x ) of smooth with respect to ¢ functions such
that

(5.33)  un — win L*([0, 7], V2(2)) N L3 ([0, T] x ) and
et — Opu in L2([0,T], H, () + LY *([0,T] x Q).

We recall that the initial function u belongs to the spaces involved in (5.33) since ¢ = ¢, 5, is
exponentially decaying and, consequently, arguing in a standard way, it is not difficult to show that
such approximation exists. Indeed, in order to do so, it is sufficient to extend the initial function
u € Wy ([0, 7] x ) till the function @ € W, (R x Q) (using e.g., the even extension through ¢t = 0
and t = T). The required approximating sequence u,, can be constructed after that using the
standard convolution operator with respect to t:

up(t) =g, * /GR d(re; Ha(t — 1) dr

where &, — 0 asn — 00, [ ®(7)dr =1 and supp ® C [-1,1].
For smooth with respect to ¢ functions w,, we can freely integrate by parts with respect to ¢
and verify (5.33). Indeed, since 9;I1v,, + [I1A, v, = 0 and div u,, = div(¢?u, — v,) = 0, we have

(5.34)  (Optin — AU, P* Uy — V) = (Optin, — Dy, P2y — vy) =
= 8t[1/2(¢2un; un) - (unvvn)] + (Vzun; vx(¢2un)) + (un7 8tvn + szn) =
= at[1/2(¢2umun) — (Un, vn)] + (Valin, vz(¢2un))

Let us prove now embedding (5.31). Indeed, equality (5.34) has the form of LR, (t) = Qn(t).
Consequently, using the standard estimate

T
IR (1) sc/o Q)] + |Ru(s)|ds, T>1

for that equation, we infer

(5.35) |Ra(t)] < C / (Vo (6Pun(5)), Virtin(5))+
ol o)+ @utns) — Agtin(s), Puns) = vals)] ds

where R,,(s) := 1/2(¢%un(8), un(s)) — (un(s),vn(s)). We now recall that, due to Theorem 5.1 and
(2.6), we have the following estimate:

T
(5.36) ||vn(t)||124/1,2 @ +/ efa‘t’s‘HUn(S)H?,sz @ ds <
o=t 0 =1

T
< CM(Hun(t)Hii(Q) +/O e_a‘t_s‘||“n(5)||3vg2(ﬂ) ds).



31

This estimate shows that

(5.37)  Ra(s) = 1/4llun(s)172 ) = ln(s)l72_ (@) =
2 2 ()

T
> (1/4= Ol (o) g 0 = O [ a9y

Fixing the constant u to be small enough, inserting (5.37) to (5.35) and using (5.36) again, we get
T
538 Tz < Co [ len(s) gy oy dst

" / |(Bvtin(5), 1un(s) — v (5))] ds.

Using now that
[L2([07 T]’ Vfb*l (Q)) n L4([0’ T]? Héfl (Q))]* =
= L*([0,T], H; () + LY3([0, T], Hy/*(2)

(due to (2.17), (4.27) and the general topological fact that [UNV]* = U* + V*, see [20]), we can
estimate the last term in the right-hand side of (5.38) as follows:

539 [ 1@a(s). 6P un(s) = (o)) ds <

< CHatu”HL2([O,T],H;I’Z(Q))+L4/3([O,T],H4/3(Q))X
X ||¢*un — UnHLZ([O,T],vifl(Q))ﬁLifl([O,T]xQ) < Cllun|lw, (jo,77x2) X
X ([[wnllw, (0,11 0) + ||’Un||L2([07T],W;f1(Q)) + ”Un”Lifl([O,T]xQ))-
The W(;’i-norm of v, can be easily estimated by (5.36), so we only need to estimate its L‘;,l—norm.

To this end, we will use the interpolation inequality (2.39) and again estimate (5.36). Then, we
get

4 2 2
(5.40) ||vn||L171([o,T]xQ) < C”””HL*([O,T],LiﬁﬂQ))||’Un||L2([07T]’W;;21(Q)) <
4 4
< Crplllnllzee o,y ez 0 + 1tnllze oz, w2
Inserting estimates (5.39) and (5.40) into the right-hand side of (5.38), we arrive at
||Un||2Loo([o,T},L;(Q)) < Cllunllw, 1o,71x ) (1tnllw, (0,11x2) + [1unll Lo (o,7,22 (2))
and, consequently,
(5.41) [unllcqo,m,r2(0) < Cllunllw, (o,r1x0)-
Applying now the same scheme for the function u,, — u,, instead of u,,, we will have
(5.42) [tn = umllco,r,22(0)) < Clltn = wmllw, ((0,11x0)-

Since u, — u in Wg([0,T] x Q) then the right-hand side of inequality (5.42) tends to zero as
m,n — oo and, consequently, u,, is a Cauchy sequence in C([0, 7], Li(Q)) Thus, we have proven
that the limit function

(5.43) weC(0,T], L2, , ()
and
(5.44) lull o ez, , @) < Cllullw,, ., (011x0)

(we recall that we have first considered the case of special weights ¢,, », defined by (2.4)) where
1 is small enough, xg € R and the constant C' is independent of .
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Taking now the supremum over zy € R from the both parts of (5.44) and using (2.13), we get
(5.45) l[wll Los (0,77,22(02)) < Cllwllwy,((o,11x0)

and, consequently, Wy ([0, 7] x ) € L>([0,T7], L3 (£2)).

We now consider the case of general weights satisfying (5.28). We first note that the continuity
(5.43) for the special weights together with estimate (5.45) and the fact that [, 6(s) ds < oo imply
in a standard way the continuity of u(¢) in the space L2(£2), see [10] and Proposition 2.16. Thus,
(5.31) is verified for general weights as well.

Let us now verify equality (5.32). To this end, it is sufficient to pass to the limit n — oo in the
integrated version of (5.34)

(5.46) R, (t) — R,(0) = /o (Ostin (8) — AU, (), PP Un(5) — vp(s))—
— (Vatn(s), Vi (d*un(s))) ds.

Indeed, we have proven before that u,, — u in C([0, T}, Liu‘xo (©)). Since u,, are uniformly bounded
with respect to n in the space L>([0,T], L;(€2)) and ||0|| 2(r1) < oo, then, due to Proposition 2.16,
we establish that u, — u in C([0,T], L(Q)) and, analogously, u, — u in L%([0,T], VZ(2)). Then,
estimate (5.36) and Theorem 5.1 gives that

(5.47) v, — v in C([0,T], L. (Q)) N L2([0,T], W, 3 ().

Thus, Ry, (t) — Roo(t) := 1/2(¢%u(t), u(t)) — (u(t),v(t)) and we can pass to the limit in the left-
hand side of (5.46). So, we only need to pass to the limit in the right-hand side of (5.46). The
only nontrivial term there is the following one

(5.48) /0 |(Opun(8), P*un(s) — vn(s)) — (Opu(s), p*u(s) — v(s))|ds — 0 asn — oo.

The passing to the limit in the other terms is straightforward due to the above established conver-
gencies. In order to prove (5.48), we first note that u, are uniformly bounded in W ([0,T] x Q)
and u, — uin Wy, ([0,7] x Q). Thus, analogously to Proposition 2.16,

5.49) Beup — dpu, in L2([0,T], Hy V() + LY3(0,T], HyL 7 ()

(

(here we have used that H93/QHL4/3(R) < C’||9||i/22(R) < 00). Thus, in order to verify the convergence
(5.48), it is sufficient to check that
(

5.50) P*un — vy — d*u—v in  L*([0,T], V-1 () N L*([0,T], Hys,2(2)).

In order to verify (5.50), we recall that, due to Proposition 2.14 (analogously to (5.40)), the
sequence u,, is uniformly bounded in L ([0, T] x Q) and, consequently, u, — w in Ly, ,,([0,T] x Q)

(since [|0'/2|| () < 00). Thus, ¢?u, — ¢*u in L} ,,,([0,7] x ) and, consequently,
(5.51) P*un — ¢*u in L*([0,T),W,"%(Q)) N LA([0,T], Ly _s/2(R))

(we cannot write Vg,l here since div(¢?u,) # 0, but the vector field ¢?u — v is divergent free, so
we will automatically obtain (5.50) if we verify separately the convergence of ¢%u, — ¢?u and
v, — v in the space (5.51)).

So, we now need to establish this convergence for v,. We also recall that the convergence in
L3([0, T, Welﬁ (Q)) is already obtained in (5.47) and we only need to verify the convergence

(5.52) vy, — v in Ly 4,([0,T] x Q).

To this end, we note that the function h,, = 2¢¢’u, in (5.30) is uniformly bounded in the space

L2([0,T], Wble,Q(Q)) UL>([0,T], L} ,—-(£2)) and, consequently, due to Theorem 5.1, the sequence

Uy, is uniformly bounded in

L([0,T1, L g-2($2) N L2([0, T], W, ;"2 (%)
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and, due to Proposition 2.14, we also have that v,, is uniformly bounded in the space Lﬁﬁ,z ([0, T] x
). Moreover, due to (5.47) and Proposition 2.14, we have also the convergence v,, — v in
L3+ ([0,T] x Q). Therefore, since 6=2 - §'/2 = §=3/2 and [|0'/?| 1+®) < oo, this, together with
Proposition 2.16, give the convergence v, — v in Lj_,,,([0,T] x Q). Thus, convergence (5.52) is
verified and, consequently, the convergencies (5.50) and (5.48) are also verified. Passing now to
the limit n — oo in (5.46), we finally verify that

(5.53)  1/2(¢%u(t), u(t)) — (u(t),v(t)) — 1/2(¢*u(0), u(0)) + (u(0),v(0)) =
= /O (Orun(s) — Az un(s), ¢2un(3) —vn(8)) = (Vaun(s), Vz(¢2un(s))) ds

which is an integral equivalent of (5.32). Theorem 5.6 is proven. O

6. NONLINEAR NS EQUATIONS: A PRIORI ESTIMATE

The aim of that section is to obtain a weighted energy estimate for the solutions of the Navier-
Stokes equation

Ou+ (u, Vy)u = Agu —Vep+g,
u‘ag =0, divu =0,

u‘t:O = Yo

(6.1)

in a strip 2. Moreover, this problem is endowed by the natural additional flux assumption
(6.2) Suy(t) =¢

where c is a given constant which plays the role of a ”boundary” condition at z; = +oo.
For simplicity we start our consideration with the case of zero flux

(6.3) Sui(t) =0
and the case of general flux ¢ will be considered at the end of this section. We assume also that
(6.4) g€ Ly (R4, LF(Q)), uo € H(Q)

and the solution u belongs to
(6.5) u € Wy ([0,T] x Q)
(see Definition 5.5) and satisfies equation (6.1) in the sense of distributions D}, (£2) over the

divergent free vector fields.

Remark 6.1. Due to Theorem 5.6, u € L>([0, 7], H;(€2)) N C([0,T], HZ(Q)) for every square
integrable weight function of exponential growth rate, so the initial condition u‘ 1o = Uo 1s well-
defined. Moreover, since u € L>([0,T], L7(£2)) N L([0,7],VZ(£2)) then, due to the interpolation
inequality of Proposition 2.14 (analogously to (5.40)), we have

(6.6) u € Ly ([0, T), Hy(€2)).

Then, due to the Holder inequality, the inertial term (u, V,u) satisfies

(6.7) M, Va)ull pars < Ml - [Vaulll s

([0, T1x ) 0,T]x ) <
< C||U||L;§([0,T]x§z)||Vzu||L§([o,T]xQ)

and, consequently, (u, V u) € Lzbl/g([O7 T] x Q). Theorem 4.4 now implies that

(6.8) [(u, Vo )u] € Ly/* (10,7, 1, ()

(where II is the projector on the divergent free vector fields introduced in Section 4). Thus,
applying this projector to equation (6.1), we obtain

(6.9) O = ITAu — I[(u, Vg )u] + Ig
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which shows that, indeed, the derivative 0iu should belong to the space
(6.10) dpu € LY([0,T),H, *(9) + Ly ([0, 7], 7, ()

(see Proposition 4.11 for the term ITA,u). This shows that the definition of a solution w in the
form (5.5) is not contradicting and equation (6.1) can be understood as equality (6.9) in the space
(6.10). We also note that zero flux assumption (6.3) is now incorporated into the definition of the
space W, ([0, 7] x ).

We now introduce a special family of polynomial weight functions 0.(s) = 0 4,(s) by the
following expression:

(6.11) Ocao(s) = (1 +%s — 1:0|2)_1/2 , €>0, s,zg €R.

Obviously these functions are weight functions of exponential growth rate u, for every pu > 0 with
the constant Cy_. depending on p, but is independent of zy €  and ¢ € [0,1]. This means that
all of the weighted estimates formulated in previous sections will hold for weights (6.11) with the
constants independent of ¢ — 0 which is crucial for our method. Moreover, these weights satisfy
also the following improved version of (5.28):

(6.12) |02 a0 (8)] < €leae ()1, Nl el L2qmm) < 00

Thus, Theorem 5.6 holds for these weights as well. The next proposition gives basic a priori
estimate for the solutions of (6.1).

Proposition 6.2. Let the above assumptions hold and let uw € Wy([0,T] x Q) be a solution of the
Navier-Stokes problem (6.1). Then, the following estimate holds:

(6.13) Es[lépT]{e’“'t’s'IIU(S)IIigE(m} + (C1 = Coellull Lo (po,71,23_(9)) %

T
x/ efa\th‘”u(s)HIQ/V;’z(Q)dSS
O [

T
< Coe™! u(0)]135 (o) + Cs /0 e g (s)l172 (@) ds

where the positive constants a and C;, © = 1,2,3 are independent of u, ug, g, € — 0, T and xq
(we recall that we write for brevity 0. instead of O 4, ).

Proof. Indeed, let u be a solution of (6.9) belonging to the above class. Then, due to Theorem
5.6, we have the following identity:

d
(6.14) = [1/2(0Zu(t), u(t)) — (u(t), v())] + (Vau(t), Va(02u(t))) =
= —(02u(t) = v(t), (u(t), Vo )u(t) — g(t))
where v := Pg_u solves the auxiliary problem (5.30). Using (6.12) and the inequality [ul|rz2 () <
[Vaullr2 (o), we transform (6.14) as follows:
d
(6.15) ERu(t) +aR,(t)+ 1/2||u(t)\|§velg,2(m <[ (02u(t), (u(t), Viu(t))|+
10, (ule), T )u®) + ClaOl%; )+ ClolEs ) = Hald)

where Ry, (t) :=1/2|u(t)[|3. @ (u(t),v(t)). Applying now the Gronwall inequality to (6.15), we
Oc

infer
' (t—s)
—a(t—s 2
(6.16) R,(t) +/0 e HU(S)||W91€,2(Q) ds <

t
< Ce ™R,(0) + C/ e = H,(s) ds.
0
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We now need to estimate the auxiliary function v(¢). To this end, we note that, due to (6.11), the
function hy,(t) := 20.0Lu(t) satisfies

(6.17) 1Pu@llwrz () < Cellu®)llyi2q)
[0e]72 be

where the constant C is independent of ¢ — 0. Applying now Theorem 5.1 to the auxiliary
equation (5.30), we deduce the following estimate:

T
|\v(t)||€v[19,2]72(9) < C€2|\U(t)||igi((z) + 052/0 €7a|t75|||u(5)||124/;’2((z) ds,
(6.18) : E

T T
o)y gy ds < CE [ e us) g d
(& V(S 2,2 s s Le e u\s 1,2 S
/0 Wiy -2 () o Wy2(Q)

where a > 0 is small enough and the constants C' and « are independent of ¢ — 0. Inserting these
estimates into (6.16) and arguing analogously to (5.38), we get

t
(6.19) Ju(®)lIZs (o) + / e*a<t*5>||u(s)||3vel,2(m ds < Ce™ uo||72 )+
£ 0 £ £
T

T
+ Ce? / e—alt=sl Hu(s)”ivgm(m ds + / e lt=sl i, (s) ds.
0 E 0

This estimate, in turns implies in a standard way that, for sufficiently small € > 0,

T
—alt—s| 2 ! —alt—s| 2
620 sup (DI @) + 0[O0y d5 <

T
< Ce_atHUOH%gE(Q) +C/O e‘a‘t‘s‘llg(S)lligE(m ds+
T
+C/ e~ =s1(02u(s), (u(s), Va)u(s))| ds+
0

+ c/o et (u(s), (u(s), Vo u(s))| ds i= Tuy + I, + I + Io.

Indeed, in order to obtain the estimate for the first term in the left-hand side of (6.20), it is
sufficient to multiply (6.19) by e=?l“1=tl where 8 < «, take the supremum over ¢ € [0, 7] and use
Proposition 2.5. Analogously, in order to obtain the estimate for the second term, we only need to
integrate over t € [0, T] instead of taking the supremum (rigorously speaking, we obtain (6.20) for
some new exponent § which is less than « (say, § = «/2), but, in order to simplify the notations,
we denote this new exponent by a as well.

Thus, in order to finish the proof of Proposition 6.2, we only need to estimate the integrals Iy
and I in the right-hand side of (6.20). To this end, we note that, integrating by parts in the term
(6%u, (u, V;)u) and using that divu = 0 and inequality (6.12), we have

(6.21)  [(02u, (u, Va)u)| = [(20:0Lu, [u?)| < Ce([0:]*|ul, [u]?) <
< C1€||U||Lg£(n)||U||%3E(Q) < CQEHUHng(Q)”u”?/velf(g)

where the constant Cs is independent of £ (here we have implicitly used also the embedding
W;EQ(Q) C Lj_ () where the embedding constant is independent of &, see Proposition 2.10).
Inserting this estimate into the expression for I, we arrive at

T
(6.22) L < O3€||u||L°°([O,T],L§E(Q))/O efa‘t78‘||u(5)||§vg,z(g) ds.

Let us now estimate the integral I5. To this end we will use the following embedding estimate of
Proposition 2.10:

HUHLF;E],Z(Q) < O||U||W[29’:]72(Q)
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where again the constant C' is independent of €. Thus, we can estimate the term I, as follows:

T
(6.23) L<C [ e Nuls)lliz o) IVauls)lrz @llv(s)lypee
0 ve ve [0e

L@ 08

T
< Cllu(s)|| o= (jo,17,22 (Q))/ el eu®)frz ) Fe 0 f22 ) ds.
c 0 be [6e]—2

Using now (6.18), we finally arrive at

T
(6.24) I, < O3€||u||L°°<[0’TLLSE<Q>>/O efoz\tfﬁ‘“u(s)nf/vetz(ﬂ) ds.

Inserting estimates (6.22) and (6.24) into the right-hand side of (6.20), we obtain (6.13) and finish
the proof of Proposition 6.2. g

In order to deduce the existence of a solution u € Wy ([0, T] x Q) of problem (6.1) from a priori
estimate (6.13), we need the following simple proposition.

Proposition 6.3. Let w € LZ(Q) and let the weight 0. = 0. ., be the weight function defined by
(6.11). Then, the following estimate holds:

—1/2
(6.25) HwHLgE(Q) <Ce w2
where the constant C' is independent of ¢ — 0 and zo € R.
Proof. Indeed, according to (2.11), we have

Il 0 <€ [ 00PN ulago,y ds < Clulyoy [ (1 el —aof) ™ ds =
€ sE

se
= Cllulitya [ (1 +1s)7 ds = G ully
se

and Proposition 6.3 is proven. ]

Proposition 6.3 allows to simplify basic a priori estimate (6.13) as follows.
Corollary 6.4. Let the assumptions of Proposition 6.2 hold and let w € Wy([0,T] x Q) be a
solution of (6.1). Then, the following estimate holds:
(6.26) ||u||2L°°([0,T],L§E(Q)) +(C1 - CQEHUHL“J([O,T],LSE(Q)))”u”i%([QT],W;E«?(Q)) <
< 03571(““(0)”%5(9) + ||9||%g([0,T],Lg(Q))>

where the positive constants a and C;, © = 1,2,3 are independent of u, ug, g, € — 0, T and xq
(we recall that we write for brevity 0. instead of O 4, ).

Indeed,in order to deduce (6.26) from (6.13), it is sufficient to use (6.25), take the supremum
over t € [0,7] and use (2.13).

We are now ready to prove the existence of a bounded solution of the Navier-Stokes problem
(6.1).

Theorem 6.5. Let the above assumptions hold. Then, problem (6.1) possesses at least one solution
u € Wy([0, T] x Q) which satisfies the following estimate:

2 2
(6.27) 1ll oo 0,79, L2222 (0,11 W2 () < O+ llwoll 2y + 191172 (0,71x02))
where the constant C' is independent of T', g and uyg.

Proof. The idea of the proof is based on the following observation: let

(6.28) Kupg =1+ ||U0||%§(Q) + ||g||%§([O,T]><Q))1/2'
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Then, a priori estimate (6.26) gives the following conditional result: let the solution w a priori
satisfy

&
2025.

(6.29) [l Low o, 77,23_(02)) <
Then, we necessarily have

1/2 —
(6.30) ”u”L"O([O,T],LgE(Q) + 01/2||u||L§([O,T],Wb1’2(Q)) < 03/ € 1/2Kuo,g-
Let us now fix € < 1 in such way that

1/2_— &
(6.31) C5" e P K gy < 2Cs¢

or which is the same
(6.32) e~ Kyl ™

In this case estimates (6.29) and (6.30) allow to deduce estimate of the form (6.27) using the
standard continuation by parameter arguments. Indeed, let u®, s € [0, 1] be a continuous curve of
solutions of (6.1) such that

(633) Kug,gs < Ku[l)7gl

and estimate (6.30) is satisfied for s = 0. Then, it is satisfied for s = 1 as well, since, due to
(5.31), we cannot achieve the bound (6.29) before crossing the bound (6.30) and, consequently,
the continuity arguments show that (6.30) holds for every s € [0, 1].

Let us now proceed in more rigorous way. To this end, we first prove estimate (6.27) for the
square integrable case:

(6.34) ug € H*(Q), g€ L*([0,T], L*(Q)).

It is well-known that, in this case the Navier-Stokes problem has a unique square integrable solution
u:

(6.35) u € C([0,T], L*(2)) N L2([0, T, WH2(Q)).

Moreover, this solution depends continuously (in the metric of (6.35)) on the initial data ug and
external forces g, see e.g. [4], [5], [24].

Thus, the solutions u®, s € [0, 1] associated with the initial data uf := sug, g° := sg generate a
continuous curve in the space (6.35) and, evidently, (6.30) is satisfied for u® = 0. Therefore, due
to the above continuity arguments, we have estimate (6.30) for s = 1 as well. Taking into account
(6.32), we can rewrite it in the following way:

(6.36) < C[Kuyy 0)?

IIuIILooqo,TLLéE,IO @)NLF((0,TIW,22, ()

where the constant C' is independent of z¢p € R. Using now the obvious estimate
V|| pizioy < C sup [|v]]y2 , 1=0,1
ol @ < € 512 Iolygz o

where C' is independent of ¢ < 1, we deduce the required estimate (6.27).

Thus, the assertion of the theorem is verified in the square integrable case (6.34). Let us now
consider the general case of 1y and g satisfying only assumption (6.4). To this end, we approximate
the data ug and g by a sequence of square integrable ones u{} and g" satisfying (6.34). Moreover,
we assume that

(6.37) lugllrz ) + 119" [ 22(0,11x0) < C
where C' is independent of n and that
(6.38) uld —ug in L}.(Q), ¢g" —g in L3.([0,T] x Q).

Then, due to already proven part of estimate (6.27), the associated solution u™ of the Navier-Stokes
equation (belonging to the class (6.35)) satisfies

(6.39) "l zoe o712y + 14 |2 0,79,w02 () F [unllLg(o.m1xe) < Cr
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where C1 is also independent of n. Moreover, from equation (6.9), we infer also that

(640) ||atun||L%([O,T],H;1’2(Q))+L:/3([01T]7'Hg/3(9)) <C.

Thus, passing to the subsequence if necessary, we can assume without loss of generality that the
sequence u" converge weakly to some u € W ([0, 7] x ) in the local topology, i.e., for every square
integrable weight ¢ satisfying (5.28), we have

(6.41) u"™ — u weakly in W, ([0,T] x Q).

Moreover, due to the embedding W ([0, 7] x ) € C([0,T], L7(€2)) (which is factually proven in
Theorem 5.6), the limit function u satisfies the initial condition w(0) = ug.
Thus, we only need to verify that the constructed function u satisfy equation (6.1) (or which

is the same, equation (6.9)) in the sense of distributions, i.e., we need to verify that, for every
w € C§((0,T) x Q) with divw = 0, we have

(642) - <ua atw> = <ua AI’LU> - <(ua VI)U, ’LU> + <g7 U)> .
Indeed, since u™ solves the Navier-Stokes equations, we have
(6.43) — (U™, Opw) = (u™, Azw) — ((u™, Vz)u™, w) + (g™, w) .

Moreover, passing to the limit n — oo in all linear terms of (6.43) is evident and we only need to
pass to the limit in the inertial term (u™, V. )u™. To this end, it is sufficient to verify that
(6.44) u™ — u strongly in the space L7 _([0,T] x Q),
Indeed, since V,u" — V,u weakly in L2 ([0,7] x Q), then (6.44) implies the weak convergence
(u™, Vi)u™ — (u, Vy)u in L ([0, T] x Q).

In order to prove (6.44), we note that Hg/g(Q) - Hb_l’z(Q) and, consequently, for every square
integrable weight function ¢, we have

(6.45) dpu™ — Opu weakly in LY/3([0, T, H, *(€2)).

Furthermore, due to (6.41), we have also
(6.46) u" — u weakly in L*([0,T],V2(Q)).
Since, we have the standard embeddings

V3(Q) CC HE(Q) C Hu 2 (Q)

and the first embedding is compact, then, due to the compactness theorem (see e.g. [23]), we have
the strong convergence u™ — wu in L2([0,T],H2,(2)). Thus, the convergence (6.44) is proven and
Theorem 6.5 is also proven. O

We now return to the general case of nonzero flux ¢ # 0 in (6.2). Then the Navier-Stokes
equation (6.1) with g = 0 possesses the classical Poiseuille solution

(6.47) vew) = (5e(1 —3),0).

Obviously, if (6.2) is satisfied, then the difference u — v, has zero flux and, consequently, it is
natural to define a weak solution of (6.1) as a function u € v. + Wy ([0, T] x Q) which satisfies (6.1)
in the sense of distributions over the divergent free vector fields. Moreover, the assumption on ug
should be also naturally replaced by

ug € ve + HE(Q).
The next theorem is an analogue of Theorem 6.5 for the case of nonzero flux.
Theorem 6.6. Let the above assumptions hold. Then, for every ¢ € R, ug € v. + H3 () and

g € L3([0,T] x Q), the Navier-Stokes problem (6.1), (6.2) possesses at least one weak solution
u € ve + Wi([0,T] x Q) which satisfies the following estimate:

(6.48)  [lull poo 0,71, 32 L2 (0,11, W22 () =
<O+ + ||U0H%g(9) + ||g||2L§([O,T]><Q))



39

where the constant C is independent of T, ug, g and c.

Proof. We want to reduce the general case to the particular case of zero flux considered above.
The most natural way to do so is to make the variable change @ := u — v, where the v, is the
Poiseuille flow, but this scheme does not work, since the Poiseuille flow can be unstable. Instead
of this, we construct below some special solution of the stationary Navier-Stokes problem (6.1),
(6.2) of the form V.(z) := (V.(x2),0), V.(£1) = 0 (with the appropriate nonzero external force
gc) and introduce a new unknown @ := u — V.. Then, this function belongs to W;([0,7] x Q) and
solves

Ot + (@, Vo) = Ayt + Ly, @ — Vap + g = e,
(6.49) diva =0, @y, =0, Su =0,

ﬂ‘t:O =t :==uo — Ve
which differs from (6.1) by the presence of the additional linear operator Ly,
(6.50) Ly,w:= Ve, Va)w + (w, V) Ve.

The next Lemma specifies the choice of the special function V.

Lemma 6.7. Let c € R be arbitrary. Then, there exist a vector field Vo(x) = (Ve(22),0), Ve(£1) =
0 such that

(6.51) (Ly,w,w) < 1/2Hw||%vl,2(m, Yw e W, 2(Q)
and

(6.52) IVelloq-ray < #lels Ve lz-1ay < w12 +[e]),
where the constant k is independent of ¢ and g. = —V!'.

Proof. We seek for the the required function V.(z3) in the following form:
A, z€[-146,1-4],

(6.53) Ve(z) =4 X671 —2), z€[1-6,1],
M r1+2), ze[-1,-1+]

where § < 1 is small positive constant and A is close to ¢. Obviously, in order to satisfy the flux
condition, we need

1
(6.54) 2¢ = / Ve(2)dz = A(2 —28) + Ad =21 — A4
-1

So, we now need to fix ¢ in such way that (6.51) would be satisfied. Indeed, let w € [Wy"*(€2)]2.
Then, direct calculation gives

(655) (LVC’LU,’LU) = (w2812vcvwl) = (Vc/aw2w1> <

—1+6 1
< )\571/ </ |w(z1,x2)|2dx2 Jr/ |w(x1,z2)|2 dz2> dxy.
x1ER —1 1-6

We now recall that w(z1,+1) = 0 and, consequently,

~144 1
/ |w(z1,502)|2 dzre < 52/ |8I2w(x1,:c2)|2 dxo
1

-1
and the analogous estimate holds near x5 = 1. Thus,

(6.56) (Ly,w,w) < 2A5||w||§vol,2(m

and we only need to satisfy the following conditions:
(6.57) 2e=2A-)\5, 0<6<1, 2X5<1/2.
These inequalities will be satisfied if we take e.g., § := min{1,1/(4|A|)} (and X is uniquely defined

by ¢ from the first equation of (6.57). It is also not difficult to verify that the function V. thus
defined satisfies also inequalities (6.52). Lemma 6.7 is proven. O
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We are now ready to finish the proof of Theorem 6.6. This proof repeats with minor changing
the proof of Theorem 6.5 for the case of zero flux. The only difference is that we now have the
additional linear term Ly, @ in equation (6.49) which is not essential due to estimate (6.51).

Indeed, proving the analogue of basic a priori estimate (6.13), we will only have the additional
terms

(6'58) (chﬂ, 9?@) - (chﬂ, U) - (Vc/a aﬂcz (9?@ - U))

in the right-hand side of (6.15). The first term of (6.58) can be estimated using Lemma 6.7 as
follows:

(6.59) (Lv,u,02u) = (Lv,(0-a), 0cu) — (Ve, 020:|u]?) <

¢y Ve

< 1/2|Vo(0:0) | 220y — KCE””H%%{(Q)

where the constant k is independent of @, ¢ and .

In order to estimate the second additional term of (6.58) we split it in a sum of two terms
((Ve, Vi), v) and (@, V) Ve, v). The first of them can be easily estimated by (6.52) and Holder
inequality:

Ve, Vo), 0)] < wlellallypzollollz o)
and the second one can be estimated exactly as in (6.55):

(@, V) Ve, v)| < /£||11||W915,2(Q)||v||W[19,2]71(Q)
Thus, the second additional term is estimated as follows:

(6.60) |(Lv.u,v)| < k(c+ 1)||71HW;£'2(Q)||U||W[19v2]71(9)

where the constant k is independent of ¢, ¢, u and v.
Finally, the third additional term of (6.58) can be estimates using (6.52) and Holder inequality:

(6:61)  [(V, 0, (020 — v))| < C5IVENLz () + 0Tl 5a2 ) + ||v||§./[19,2 ) <

@)
<hs(+ Ve +5([|al|2 02,0 + 10)17 02
< ks ) (.2 ) + 1l ||w[95],1<9))

where § > 0 is arbitrary and the constant xs depends on ¢, but is independent of ¢, €, u and v.
Estimates (6.59)—(6.61) show that, under the additional assumption

(6.62) e <k

where £ > 0 is a sufficiently small number independent of ¢ and e (we recall that, due to (6.18),
v ~ €ti), we can repeat word by word the proof of (6.13) and obtain the following analogue of
(6.26):

(6.63) ||ﬂ||%oc([o,T],Lg€(g)) +(C1 = OQEHaHL”([O,T],Lga(Q)))||ﬁ||i§([07T]’W91;2(Q)) <
< Cse7 (14 + ||ﬂ(0)||%g(n) + ||g||%§([O,T],L§(Q)))
where the positive constants a and C;, i = 1,2, 3 are independent of u, ug, g, ¢ — 0, T, ¢ and x.
Furthermore, arguing exactly as in the proof of estimate (6.27), we deduce a priori estimate
(6.48) (see (6.28)—(6.32)). The existence of a solution can be than verified exactly as in the case
of zero flux ¢. Theorem 6.6 is proven. g

Remark 6.8. Arguing analogously, it is not difficult to verify the existence of a solution of more
general Navier-Stokes problem with the nonautonomous flux
(6.64) Suq (t) = ¢(t)

where ¢ € C1([0,7T]) is an arbitrary given function. Moreover, the assumption on the external
force g is also can be relaxed till

(6.65) g€ L([0,T),H, “2(Q)).
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Furthermore, the weighted theory developed in this section allows to consider not only bounded
with respect to 21 — oo solutions, but also slowly growing solutions of the NS equation (growing
not faster than \sr:1|1/ 2= § > 0 is arbitrary). We however will not use these facts in the sequel
and, by this reason, do not give their rigorous proofs here.

7. NONLINEAR NS EQUATIONS: UNIQUENESS AND REGULARITY

In this section, we verify that the solution of the Navier-Stokes equations constructed in the
previous section is unique and prove some smoothness of that solutions. We start with the following
theorem which gives the Lipschitz continuity of weak energy solution of the N-S equations with
respect to the initial data.

Theorem 7.1. Let the assumptions of Theorem 6.6 hold. Then, there exists positive p such that,
for every two solutions uy,us € ve + W([0,T] x Q) and every weight function ¢ of sufficiently
small exponential growth rate € (¢ < ), the following estimate holds:

(7.1) lur(t) = u2(t)] 12 () < Ce™ur(0) = u2(0)l| 12 0,

where the constants K and C depend on the L -norms of u1(0) and u2(0), g and constant Cy, but
are independent of the concrete choice of ui, us and ¢.

In particular, weak energy solution of the Navier-Stokes is unique. Moreover, the analogous
estimate holds for the spaces Li(;5 as well.

Proof. We first note that it is sufficient to verify (7.1) for ¢t <1 (for other ¢ it can be then obtained
by iteration) and the weights ¢, ,(s) only.
We introduce also a family of cut-off functions v, (s) € [0,1], s € R such that

Lay(s) =1, selyy+1],
(7:2) 2. supp )y € (y — 1,y +2),
3. [Diy(s)| < C.
Let now uy, uz € ve + W([0,T] x Q) be two solutions of the Navier-Stokes problem (6.1) and let
vi=ug —u1 € Wy([0,T] x Q). Then, this function satisfies
(7.3) 0w + [(v, Vi )v] + U[(u1, Va)v] + H[(v, Vi)u1] = A v,

dive =0, 0.

V]pa =
Let us now fix an arbitrary ¢t € (0,7], y € R and construct the corrector function vy (1) = Ufpy (1)
as the solution of the following analogue of (5.30):

{—871)1/, = Ayvy — Vaq, divoy(r) = 21@1%1)(7),

(7.4)
Mvg| _, =0, vylyg =0.

Then, applying Theorem 5.6 and (5.32) to equation (7.3), we have

(75) 1/2(20(t), v(t)) + / (Vou(r), Va (420(r)) dr =
— 1/2(620(0), v(0)) — (1(0), v (0))—
- / (ur (7). Vo) + (0(r), Va)o(r) + (0(r), VaJua(r), $20(r) — vy(r)) dr

(here we have implicitly used that ITvy(t) = 0). We now recall that the function h, 4(7) =
21py1byv(7) has the finite support with respect to 21 (belonging to (y — 1,y +2)). Consequently,

(7.6) ool oy < Clomlyez, @y 1=0,1

Pe,y
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where the constant C is independent of 0 < & <1 and y € R. Moreover, since v € W,([0,T] x Q)
then the function h,  satisfies also assumption (5.2). Thus, due to Theorem 5.1, we have the
following estimates:

t t
(7.7) o (D222 o dT <C [ 0@ o dr
0 o1 () 0 22, ()
and
2 2 K 2
(7.8) 1w Oz (@) < CllvOZ2 (o +C/O (M2 (o) dr
Pe,y

(where e < p > 0 is small enough and the constant C is independent of y € R). Furthermore, due
to Corollary 5.4, we also have

t t
(7.9) [ e, @dr <0 [ IR, oo
Pe,y 4

Combining now estimates (7.9) and (7.7) and using the proper interpolation inequality, we deduce

t
110) [ hos DMz, ) +Ilow Dl <

+ t
< 05/0 oIz, (o) d¢+5/0 oz, o 47

where the constant § > 0 is arbitrary and the constant Cs is independent of y € R.

We are now ready to estimate the integral in the right-hand side of (7.5). We start with the
terms containing the function vy (7). Indeed, since u € Wy([0,7] x ) then, due to Theorem 5.6
and estimate (5.45), [[u1(?)[|12(q) < C and, consequently,

(711)  [(u1, Va)v, vy)] < Clluallzg @ [ Vavlizz, | @llvsllze, @ <
&,y

<dllolfaz ) + Collvwli=, )

Pe,y

which together with (7.10) gives

(7.12) /0I((U1(T)7Vz)v(7),w(7))ldTS

t t
< 05/0 Iz, ) d¢+5/0 @z, o 47

where § > 0 is arbitrary. Recalling now that v = us — u; and arguing analogously, we obtain also
that

(7.13) / (0(r), Va)o(r), v (1)) dr <

t t
2 2
<Cs [N, o dr+6 [ 1o, o dr
Moreover, integrating by parts, we have

(v, Vi )ur, vp)| < (Jua ], [Voo] - [op]) + (fuals [o] - [Vavy]).
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The first term in the right-hand side of this inequality can be estimated exactly as (7.11)-(7.12), so,
we only need to estimate the second one. Indeed, due to Proposition 2.14 and Hoélder inequality,

(urls Jol - [Vavy]) < Cllullzz@llvlizy, @ Vavellze_, @) =

Pe,y v
s

1/2
< (HUHLiE’y(Q)||U||W¢1,’€2’y(ﬂ)||’Uw||W;’:b (Q)||U1/J||ijl (Q)) <

&y

<Callols, oy + 800 oy + Iwlns o+ Iolyen o)
’ © P,y P,y

Using now estimate (7.7), we infer
t
(7.14) /0 |((v(7), Va)u(7), vy (7)) dT <

t t
< Cs /O lo()l1Z2, (@ d7+3 /0 Iz, @ 97

where the constant § > 0 can be arbitrary. Thus, the terms under the integral in the right-hand
side of (7.5) which contain the function vy, are estimated. Let us now estimate the terms containing
wiv. Indeed, using the interpolation inequality of Proposition 2.14 and the fact that %, has a
finite support, we get

(715) 10, VaJur, 420)] < ClVautllza, e ly0l3acay <
< ﬁ||1/;yv||124,1,2(9) + CB||U1||3V;;2y (Q)H%UH%?(Q)

where the positive constant 8 can be arbitrarily small and the constant Cg is independent of
y € R.
Moreover, integrating by parts and using again Proposition 2.14, we also deduce

(1, Vo, 920)] < 20l - 1o, 1)) < Cllunllzpllolds, o) <
< 8olne g+ CollolEs. (@)

which gives
(7.16) / (11 (7). Va)o(r), 620(r) | dr <

t t
<0 [ 1Mz oy dm+ s [ IR @ dr

@

where 0 > 0 can be arbitrarily small. Recalling now that v = us — uq and arguing analogously, we
prove that

(7.17) / (), T Yo(r) 20(r) | dr <

t t
<0 [ N sa oy a7+ Cs [ Il o

Thus, all of the integral terms in equality (7.5) are estimated. So, we only need to estimate two
rest terms. Indeed, due to estimate (7.8) and Holder inequality, we have

(7.18) [(0(0), 0y (O))] < Csll(O)l2, (o) +3l0s0)]2: (o) <

Pe,
t
< CSHU(O)||2L§,£W(Q) +5/0 HU(T)||124/$;21,(9) dr

where § > 0 is again arbitrary.
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Finally, it is not difficult to prove, integrating by parts, that
(7.19) (Va0, Val$20)) 2 1/2 (19, VavliFecay + IVa@y0)le)) = ClolE o)

Inserting estimates (6.10) and (7.12)—(7.19) to equality (7.5) and fixing the arbitrary positive
constant § (involved in (7.15)) to be small enough, we infer

t
(1:20) 1ye(®lae + | I,V (o) ey dr <
t
<C [ 19, 0900 ey dr+

t t
2 2 2
48 [ Iz, 0y a7+ Cs [ IR @ dr + ColoO)IE: @
where the positive constant § can be arbitrarily small and the constants C' and Cjs are independent

of y € R (it is very important that the constant C' in (7.20) is independent also of §). In order to
transform (7.20), we need the following standard version of the Gronwall inequality.

Lemma 7.2. Let the function Z € C([0,1]) satisfy the following integral inequality:
t

(7.21) Z() < / H(r)Z(r) + P(r)dt + K, t¢€[0,1]
0

for some integrable functions H, P € L([0,1]) such that H(t) > 0 and some constant K. Then,
the following estimate holds:

(7.22) Z(t) < C|K] +C/t |P(t)|dt, te€][0,1]
0

where the constant C' depends only on || H|| 11 ((0,1)-

Proof. Indeed, let W (t) := f(f H(1)Z(t)+ P(7)dr. Then, due to (7.21), this function satisfies the
following differential inequality:

W'(t) < Ht)W(t)+ KH(t) + P(t), te]0,1].

Integrating this inequality and using that W(0) = 0, we get
t t
W(t) < / STV (p(s) 4 KH(s)) ds <
0

t
< eHHHLl([o,ll) </ |P(’r)| dr + |K| . ||H||L1([071])> :
0

Inserting this estimate in the right-hand side of (7.21), we deduce (7.22) and finish the proof of
the lemma. 0

We are now able to finish the proof of the theorem. To this end, we apply Lemma 7.2 to
inequality (7.20) with Z(t) := [[¢yv(t)||72(q)- Then, using that the integrals fol Jur(T)12,1.2 @@
Pe,
are uniformly (with respect to y € R) bounded (since u; € v. + Wy([0,T] x Q)), we have !

t
(7.23) [[yo(t) 320, + / 16 Vav(r) 32y d7 < ColloO)3s o+

t t
+5/0 ”U(T)H?/Vif,y(ﬂ) dT—i—Cg/O HU(T)H%?OM(Q) dr, t€][0,1],
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where the constant § > 0 can be arbitrarily small and Cjs is independent of y € R. Recalling now
that ¢, > 0 and equals one identically if s € [y, y + 1], we transform (7.23) as follows:

t
(7.24)  [o®)ll72 () +/0 IVar(Mlz2(0,) dr < CsllvO0)Z o)+

t t
+5/0 ”U(T)H%’Vif,y(ﬂ) dT—i—Cg/O H’U(T)H%isyy(ﬂ) dr, t€][0,1].

Multiplying now this inequality by ¢~ .(y) with v < ¢, integrating over y € R and using (2.12)
with ¢ = 1, we deduce that

t
Oz, @+ [ IRz o7 < CaleOIR: o+

t t
2 2
+5/0 [ 22 o) dT+C5/O lo(liE: (@ dr, te 0,1,

where § > 0 is still arbitrary and Cjs is independent of z € R. Fixing now § to be small enough
(say, 6 = 1/2), we finally arrive at

t
o0, o+ [ 1oz oy <

t
< O||U(0)||%§,W(Q) + O/o HU(T)H%g,W(Q) dr, te|[0,1].

Applying now the Gronwall’s inequality to this relation, we obtain

t
2 2 2
(7.25) IOl o+ [ Iy 047 < CIOIs . t€ 0.1
Estimate (7.1) is an immediate corollary of (7.25) and (2.12). Theorem 7.1 is proven. O

Remark 7.3. In the proof of Theorem 7.1, it seemed natural to multiply equation (7.3) by
@2, u(t)—v,, , (t) where @, is defined by (2.4) (instead of using the cut-off functions ¢,). However,
this scheme works only if the estimate

¢ ¢
(7.20 | Vi@ dr = [ sup Vo (70, dr < C
0 0 yeR
is a priori known, but we have only that V,u; € L?([0,T], L7(€2)). This means
¢
(7.27) sup/ ||Vmu1('r)||2LQ(Qy) dr < Cy,
0

yeR

see Remark 2.4. It is worth to emphasize that (7.27) is weaker than (7.26) and, in a fact, we do
not know how to control the integral (7.26) of a weak solution u1(¢). In order to overcome this
difficulty, we use (in the proof of Theorem 7.1) the localization technique based on the cut-off
functions v,. This technique allows to prove the uniqueness using the weaker inequality (7.27)
which follows from the assumption u; € v, + Wy ([0, T] x Q).

Our next task is to verify that the weak solution u(t) of the Navier-Stokes problem (6.1) becomes
more regular for ¢ > 0. To be more precise, the following smoothing property holds.

Theorem 7.4. Let the assumptions of Theorem 6.6 be satisfied and let u € v. + Wy([0,T] x )
be a weak solution of (6.1) constructed in this theorem. Then,

(7.28) t12u(t) € L=([0, ], W, () N Ly (10, T, Wy ()
and the following estimate holds:

t
(7.29)  tllv(®)lI%r.2(a,) +/O Tllu(n) 220, dT <

< Qlluollzze) + l9llzzqo.mx0)), ¢ €[0,1]
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where the monotonic function Q is independent of y € R.

Proof. We give below only the formal derivation of estimate (7.29) which can be easily justified
using the approximations of a solution u by the square integrable solutions as in the proof of
Theorem 6.5 (we recall that the uniqueness theorem is already proven and, consequently, every
solution can be obtained by this procedure). Moreover, for simplicity, we restrict ourselves by the
case of zero flux Su; = 0 only. The general case Su; = ¢ can be easily reduced to that one by
introducing the new dependent variable v(t) := u(t) — v. where v. = v.(x2) is a classical Poiseuille
flow (see (6.47) and the proof of Theorem 6.6).

Let now y € R be arbitrary and the cut-off functions ¢, satisfy (7.2). Let us multiply equation
(6.9) by
(7.30) t (O, (V00 u) + 10207, u) = the Agu + 2tehy1hy, Oy, u

and integrate over [0,7] x 2. Then, we have
T
(131 TI, Vol ooy +2 | 0Au(0, 538 ,u(0) dt =
T ° T
:/O ||1/Jyvmu(t)||%2(m dt—4/0 t(TIA G w, Yy, Oy ) di+
T T
+2/0 t(IT[(u, Vo )ul, i Agu) dt+4/0 t(II[(u, Vo )ul, hyt), 0p, u) dt—

T
s / H(Tlg, 2 Ayt + 206,10 Dy ) di.
0

In order to estimate different terms in equality (7.31), we need the following lemma which gives
the analogue of (4.17) and (4.25) for the cut-off functions ;.

Lemma 7.5. There exists a sufficiently small & > 0 such that, for every u € V() N'H;*(Q) and
every y € R the following estimate holds:

(7.32) Iylldeaey < CloyTAz e + Sl g +CsllulZs o

where § > 0 can be arbitrary, the constants C' and Cs are independent of y and u and, in addition,
the constant C' is independent also on 4.
Moreover, for every u € [L3(Q)]?, the following estimate holds:

(7.33) [y o L= TLo gy ullyre (o) < Cllullrz_ (9
¥e,

Y

where the constant C' is also independent of y and u.
Proof. Indeed, let h := IIA u. Then, the function u solves the following Stokes problem:

(7.34) Apu+Vaeqg=h, divu=0, uly,=0.

Introducing the stream function ® associated with the divergent free vector field u (see (4.3) and
(4.4)), we rewrite this equation as follows:

2
(7.35) AZ® = Opyhy — Oy, ha, @, = Vi®|, =0
which, in turns, implies that

(7.36) ALYy ®)

- 812 (7/1yh1) - azl (7/1yh2) + w;h2 + T((I)a 7vffy)
where the operator T' contains the derivatives of ® of order at most 3 and, consequently, satisfies
(7.37) ITw-12@) < Cl®llwzz o

Moreover, according to Propositions 3.3 and 4.11, we have

(7.35) 1®ly22, @) < CIMA g 120, < Cillulba,_ .
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Using now Proposition 3.3 once more, we deduce from (7.36)—(7.38) that
(7.39) [y @lws2@) < ClYy A ullz @) + lullv,. @) + CllYyhallw-12@)-

So, we only need to estimate the W ~2-norm of Yy ha = 1, (ITAzu)2. Indeed, let ¢ € Wol’Q(Q) be
arbitrary and let ¢ € H>2(Q) is computed via

7 0
=11 .
b= ()
Then, according to Theorem 4.4, we have
(7.40) 162 (@ < Clléllwr ).

On the other hand, integrating by parts, we arrive at

(7.41) (¥}, (TAu)2, §) = (A, @) = —(Vau, Vo) + (Onu, §)oa.

Thus, due to the trace part of Proposition 2.10, we have

(742) |@yh 0] < ullwsz. o l1Bllwre, oyt
? Pe,y

Pe,y

10z, o 10l omy < Cllullyggsae 1w o)

Inserting now estimate (7.42) to the right-hand side of (7.39) and using the standard interpolation
inequality

(7.43) lullyyz/a2q) < dllullwzz @) + Csllullz, @
we infer
(7.44) 1y ®@lwsz) < ClidyAzullre) +dllullwzz () + Csllullzz, | @)-

Since u; = 0., ® and uz = —9,, P then estimate (7.44) (together with (7.38)) imply inequality
(7.32). Thus, the first part of the lemma is proven.

Let us now prove the second part (inequality (7.33)). Indeed, let ®,, and @, , be the stream
functions associated with the divergent free vector fields ITu and II(¢yu) respectively. Then,
analogously to (4.18), the difference W := ¢, ®,, — ®,, ,, satisfies the following equation:

(7.45) AW = H := 20,0, Py + by Pu + Pyuz, W], = 0.
Thus, due to Proposition 3.1, we have

IW w2 ) < CIH] 2
%] Pe

€Y ’

L@ < Cll®ullyiz o)+ Cillullez_ @ < Collullzz_ @
Yy

which implies estimate (7.33) (see the end of the proof of Proposition 4.7). Thus, Lemma 7.5 is
proven. O

We are now ready to estimate the integrals involving into identity (7.31). We start with the
integral into the left-hand side. Indeed, denoting Lu := (¢211—1I¢)7) A, u and integrating by parts,
we get
(7.46) (MAzu, ¥y Azu) = [l TA ul|72 ) — (Agu, TLu) =

= ([ A ul| 720y + (Vau, VollLu) — (8nu, TLu) 0.
Moreover, due to Lemma 7.5, estimate (7.33) and Theorem 4.4, we also obtain that

(7.47) ||HLU||W1E1(Q) + HLuHWlfl(Q) < C”AzUHLf‘,E,y(Q)-
Pe,y ¥

&y

Using now (6.47) and arguing exactly as (7.41)—(7.43), we infer
(749 (Vs VTl + | (@t ol < Slulz o+ Callulls
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where the constant Cs is independent of y and u and the constant § > 0 can be chosen arbitrarily
small. Inserting estimates (7.48) and (7.32) into the right-hand side of (7.46), we arrive at
(7.49)  (MALu, Y7 Azu) > (|l A ul|F2 o) + 1Uyullfyez o) —

—olullza o = Callullds, o
where o > 0 is some fixed constant which is independent of y, u and § and § > 0 can be chosen

arbitrarily. Recalling now that u(t) is a solution of the Navier-Stokes problem (6.1) which is
bounded in W, ([0, 7] x ), we finally deduce that

T
(7.50) /O t(IIAu(t), i Agu(t)) dt >
T
2 a/o t([|9y A u(t) 22 () + [y u(®) [fr2.2o)) di—

T
2
_ 5/0 () [Fy2s o dt = Cs

where T' € [0, 1], the constant Cs depends on ¢ and on the Wy-norm of the solution u and the
constant o > 0 is independent of § and wu.

Let us now estimate the most complicated third integral in the right-hand side of (7.31). To
this end, we transform it as follows:

(7.51)  (H[(u, Vo)ul, ¥iApu) =
= ((u, V) (Wyu), oy IIA u) — ((u, Vo )u, Lu) — (w1t u, ¥y ITAu).
where Lu is the same as in (7.46). Using now estimate (7.47), embedding W12 C L* and the

interpolation inequality (2.39), we have

[((u, Vo )u, Lu)| < Cllull Lz IVaullLy @llLullps_ @) <

Pe,y
3/2

|u”Wiﬁy @ =

1/2
< Gillulg@llulifis o

4 2 2
< OzSHUHLz(Q) ||U||W;)§y(9) + 5||u||W3,52y )
Multiplying this inequality by ¢, integrating over [0, 7], T € [0, 1], and using that the solution
u € Wy([0,T] x Q), we deduce that

(7.52) /O t(u(t), Va)u(t), Lu(t))| dt 305+6/0tllu(t)llivggy(m dt

where § > 0 is arbitrary and Cs depends on the Wy-norm of u. Moreover, arguing analogously,
we can estimate the integral from the third term in the right-hand side of (7.51) as follows:

T
(7.53) [ g nasld < €+ 8 [ iuolRz o de

We are now ready to estimate the first term in the right-hand side of (7.51). Indeed, using again
the interpolation inequality (2.39) and the fact that ¢, has a finite support, we deduce

(7.54)  |((u, Vo) (Pyu), Y, IIAu)| <
< Clful - |V (yu)l[172() + /40y TA U] 72y < C||U||%3,Eﬁy(n)||Vx(1/fyu)||%4(9)+
+a/416,TIAu By < Cillulsz,

+ /Al TTA ) < Calluls, @lulyne o V() Ben+
/A, 1Al + [yuliane)

@llullwyz, @lIVe(@yu)ll2@llvyullwe2@)+
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where the constant « is the same as in (7.50). Estimates (7.51)—(7.54) together with the fact that
u belongs to Wy ([0, T] x Q) give the following estimate:

T
155 [ A0, Vulb)] A () < Co+

T
0 [ 0Oy V00l i+
T T
+afd [0 TA s + Il a) a6 [ Oy o

Thus, the most complicated third term in the right-hand side of (7.31) is estimated. The rest terms
are much simpler. Indeed, arguing analogously to estimating the second term in the right-hand
side of (7.51), we have

@50) [ A, Tl v )] de < Co [ Al oy

The term containing Ilg can be easily estimated by Hoélder inequality:
T
(157) [ (Mg(0) v Au(e) + 20,500 u(t))] de <
0

T
<c [ tlaollz, wllulzz, o dt <

¥e,y

T
< Collalggo e+ | Hlullyzs o .

Analogously,

T T
(7.58) / t|(TTAu(t), Yy 1)y, 0, u(t))| dt < Cs + 5/ tu(®)]? 2.2 (o 4t-
0 0 $ey

And, finally, the first term into the right-hand side of (7.31) is obviously bounded since u €
Wy ([0, 7] x Q).

Inserting estimates (7.50), (7.55) and (7.56)—(7.58) into identity (7.31), we deduce the following
integral inequality

T
(1.59) TIVo(ulT) ey +o [ lulizs, ot <
T T
<C [ 1uOysa, ) (70O ) e+ o8 [ ey oyt

where T" € [0, 1], the constants C' and Cs depend on |[|g[|2 and |ullw,, but are independent of y,
0 > 0 is arbitrary and, in addition, the constant C' is independent of 4.

We now recall that the integral fol [l (?) dt < Cllullw,(o,1x0) < C1 uniformly with

2
lw2z, @
respect to y € R. Consequently, applying the Gronwall inequality (see Lemma 7.2 with Z(t) :=
t||V1(1/)yu(t))||2L2(Q)) to (7.59), we deduce that

T
(7.60) TlIVm(wyU(T))llizm)Jra/O tlyut) i) dt <

T
2
<Cs+ 5/0 )z o dt

where T' € [0, 1], the constant 6 > 0 is arbitrary, & > 0 and the constant Cs depends on ||u||w,
and ||g|| 2, but is independent of y € R.
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Since the cut-off functions 1), satisfy assumptions (7.2), then (7.60) implies the following esti-
mate:

T
(7.61) T||Vmu(T)||2L2(Qy)+a/O tlu(t) |32, dt <

T
< Cj +5/O t||u(t)||%,vgfy(m dt

with some new constant C§ which is also independent of y € R.
Multiplying inequality (7.61) by ¢, .(y) with v < ¢, integrating over y € R and using (2.12)
with ¢ = 1, we obtain

T
(7.62) T”v:cu(T)”QLi%z(Q)“rOL/O t||u(t)||§vi,$z(mdt§

T
<t [

where all of the constants are independent of z € R, § > 0 is still arbitrary and « is independent
of §. Fixing finally § > 0 to be small enough, we arrive at

T
(7.63) TV (o) +a/0 Hu(®) 322 gy dt < C

which implies (7.29) and Theorem 7.4 is proven. O

The next corollary gives the analogue of Theorem 7.4 for more smooth initial data.

Corollary 7.6. Let the assumptions of Theorem 6.6 be satisfied and let u € v, + Wy ([0, T] x Q) be
a weak solution of (6.1) constructed in this theorem. Assume also that the initial data u(0) := ug
belongs to the space ve. + VZ(Q). Then, the solution u is, in a fact, more regular:

€ L=([0,T], Wy *(Q)) 0 L ([0, T], W, ()
and the following estimate holds:

T+1
(164 WD, + [ 1o, dt <

< Q(HUOHWbl’Z(Q) + 9l 2o, m1x )
where the monotonic function Q is independent of y € R and T € R,..

Indeed, for T' > 1 estimate (7.64) follows from Theorem 7.4 and 6.6 and for small T" it can be
proved exactly as (7.29) (and even slightly simpler since we need not to use the multiplier ¢ in
(7.30)).

We conclude this section by establishing some useful regularity results for the pressure.

Corollary 7.7. Under the assumptions of Corollary 7.6, the pressure p(t,z) associated with the
solution of the NS equations (6.1) is uniquely defined up to a constant depending on t and satisfies:

(7.65) Vap € LF([0,T] x Q), p—Spe L([0,T], W, *(%)),
(Sp)(t, 1) — (Sp)(£,0) € LE([0,T], W, 7, 10y )1 (R)

Moreover, the following estimate holds:

t+1
(7.66) /t (IVap(T)I72(0,) + 1P(T) = Sp(T)I[5ir12(q,)) dT <

< Qllwollvz) + ll9llz(o0,77x02))
where the monotonic function Q is independent of y € R and t € [0,T — 1].
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Proof. We first note that, without loss of generality one can assume that the external forces
g(t) = g(t) are divergent free. Indeed, otherwise, due to Theorem 4.4, we can write

(7.67) g(t) =Tlg(t) + Vaq(t)
where, due to Theorem 4.4 and Remark 4.5, the function ¢ satisfies (7.65) and (7.66) and, conse-
quently, can be included into the pressure p. For simplicity, we also assume that Su; = 0. The
case of general nonzero flux can be considered analogously by the transformation of the dependent
variable v(t) = u(t) — ve.

Taking now the divergence from both sides of equation (6.1), we arrive at the following elliptic
problem for p:
(7.68)  Aqgp(t) = div|(u(t), Va)u(t)] =

= (02, u(t), Vo )ui(t) + (Oo,ult), Vo )ua(t)) := Hul(t)

which should be endowed by the Newmann boundary condition:

(7.69) anp]m = —1,ALu.

Moreover, averaging the first equation of (6.1) and taking into account that divu = 0 and Su; = 0,
we obtain the following version of the Bernoulli law:

(7.70) 2,Sp = —S[Agu1 ()] + 9, S[2 (L))

It is also not difficult to show that S[H,,(t)] = 02 S[uf(t)].
Furthermore, due to estimate (6.64) and interpolation inequality (2.39), we have

t+1 t+1
@ [N w@dr<C [ IVl o<

t+1
<OVl ez [ 0 as, odr < Co

¥Pe/2,y

where the constant Cs depends on v and € > 0, but is independent of y € R and ¢.
Let us define now a function py(t, z) as a solution of the following auxiliary problem:

(7.72) Azpo =0, 8np0}69 = *l"Azu}anQ’ 0z, Spo = —S[Au].

Since div Ayu = 0, then the solution of that equation exists (due to Proposition 3.7), defined up
to a constant and satisfies

(7.73) IVapo®)llz_ @ + IPo = Spollwyz (@) < CllAu®)lLz @

and its x-average obviously satisfies

(7.74) (Spo)(t, 21) — (Spo)(t, 0) = — /0 " SlALu (t 5, )] ds

where C(t) := (Spo)(t,0) can be chosen arbitrarily. Formulae (7.73) and (7.74) together with
estimate (7.64) show that the function pg satisfies (7.65) and (7.66).
So, it only remains to consider the remainder p; := p — pg which should satisfy

(775) Asp (t) - Hu(t)a anpl}ag =0, aIISpl = 89618[“?(0]

Due to Proposition 3.5, the function p; — Sp; is uniquely defined from (7.75) and satisfies
(7.76) 191(5) = Sp1 (D) lw22. o) < CIHL Oz, (@)

and the average Sp; is again defined up to the t-dependent constant C(t) and satisfies
(7.77) (Sp1)(t, 1) — (Sp1)(t,0) = S[ui (¢, 21, -)].

Thus, due to (7.71), the component p; also satisfies (7.65) and (7.66) and Corollary 7.7 is proven.
(I
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Remark 7.8. Corollary 7.7 shows that, in the regular case ug € v. + VZ(Q), the Navier-Stokes
equation (6.1) can be understood as equality in the space L ([0, 7] x ). Moreover, we see from the
last inclusion of (7.65) that the pressure p(t, z) can grow at most linearly with respect to 1 — oo
in such way that V,p remains bounded. It is worth to emphasize that this result is sharp, since
for the case of the classical Poiseuille flow the pressure grows indeed linearly with respect to x;.

8. DISSIPATIVITY AND ATTRACTORS

In this concluding section, we verify that the Navier-Stokes problem (6.1) generates a dissipative
dynamical system in the corresponding phase space and prove the existence of the associated global
attractor. For simplicity, we restrict ourselves to consider the autonomous case only:

(8.1) g(t) = g € [Ly()]*.

Then, due to Theorems 6.6 and 7.1, the Navier-Stokes problem (6.1) generates semigroups S(t) =
Sc(t) in the phase spaces

(8.2) =, = v, +H Q)
via the standard expression
(83) S(t)uo = u(t), S(tl + tg) = S(tl) o S(tg), tl, tQ Z 0.

The following theorem, which gives a dissipative estimate for the solutions of the Navier-Stokes
problem, can be considered as the main result of the section.

Theorem 8.1. Let the assumptions of Theorem 6.6 holds and, in addition, (8.1) be satisfied.
Then, there exist positive constants o and K and a monotonic function Q such that, for every
weak energy solution u(t) of the Navier-Stokes problem (6.1)—(6.2), the following estimate holds:

(8.4) [u()]l 22 (@) < QUIu0) L2() + gl L2))e ™" + K (1 + ¢+ ||9||%§(Q))

(we emphasize that the constant K in (8.2) is independent of t, ||u(0)[ 12y and the fluz ¢ =
Su(0)).

Proof. In order to verify (8.4), it is sufficient to prove that the ball

(8.5) B = {uo € [y, uollrz) < KA+ + llgl72 )}

is an absorbing set for Navier-Stokes problem (6.1), i.e., that, for every bounded subset B C ®
there exists time 1" = T'(|| Bl|a, ||9]/L2(0)) such that

(8.6) S(t)B C B, Vt>T.

Moreover, for simplicity, we restrict ourselves to consider only the case of zero flux ¢ = 0. The
general case can be reduced to this particular one exactly as in Theorem 6.6.

The proof of embedding (8.6) requires a little more detailed analysis of basic a priori estimate
(6.13) which we rewrite in following more convenient way:

(8.7) ||U(t)||%gs(9) +(C1 = Caellull oo (o,1y,22_(2))) %

T
—alt—s| 2
></O eI u(5) |32 s <

< C:‘)%(e_atHU(O)HLgi(Q) + ||9||Lgi((z))2

where the positive constants « and C;, i = 1,2, 3 are independent of u, ug, g, € — 0, T and z¢ (in
order to deduce (8.7) from (6.13), it is sufficient to take s = ¢ in the left-hand side of it).

Lemma 8.2. Let the assumptions of Theorem 6.5 holds and let, in addition, the initial data u(0)
for problem (6.1) satisfy

(8.8) Ch — 202035(”“(0)”@5% @ t ||9||L§mco @) >0
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where all of the constants are the same as in (8.7). Then the associated weak energy solutions u(t)
of the Navier-Stokes problem (with zero flur ¢ = 0) satisfies

(8.9) ||U(t)||L§€’IO @ < C3(||U(0)||L§E’I0 (Q)e_at + ||g||Lng (Q))7
for allt > 0.

Proof. Indeed, estimate (8.7) implies (8.9) under the additional assumption that
(8.10) C) — CQ€||u||Lm(R+7L§EJO @) = 0.

On the other hand, (8.9) gives
(8.11) ||u||L°°(]R+,L§EJO ) < C3(||U(O)||Lgmo @ t ||9||L§mco @)

which formally implies (8.10). Thus, using the continuity arguments (analogously to the proof of
Theorem 6.5), we can verify that (8.9) really holds if the initial data satisfies (8.8) and Lemma
8.2 is proven. ]

We now note that, although (8.9) looks like a dissipative estimate (in the phase space L%E ” (Q)),
it is not sufficient to finish immediately the proof of the theorem, since the exponent € > 0 in it
depends on [|u(0)[|Lz2(o) (through assumption (8.8)), namely,

(8.12) e <eoi= CuO) 2 o+ gz o+ 1)
e,xQ &,x0

for some positive C, see the proof of Theorem 6.5.
Thus, we need to be able to increase the exponent € as ¢ — oo which is guaranteed by the
following lemma.

Lemma 8.3. Let the above assumptions hold. Then, for every bounded subset B C ®, there exists
time T =T(||B||, |lgll) such that, for every xzo € R, we have

(8.13) Ch — 20203~’5(||U(T)||L§m0 @ t ||9||L§mco (Q)) >0
withe >&:=L(1+ Hg||le7(Q))_2 (where the constant L is independent of ug and g), if the initial
data u(0) € B.

Proof. We will prove the lemma by the iteration procedure. Indeed, let Ty = 0 and € = ¢ is given
by (8.12). Then, estimate (8.13) is satisfied with ¢ = g and T' = Tp. Let us assume that (8.13) is
already proven for some T} > 0 and &3, := 2F¢y < &. Then, we only need to prove that there exists
Tr+1 > Ty such that (8.13) is satisfied with € = ex41 := 2¢;, and T = Ty41. To this end, we note
that
Oe vy (@) := (1 + 4e%|z — 20]2) 72 < 2(1 4 2|z — 20/|*)/? = 20, 4, (2)

and, consequently,

. 2 < 2 .
(8.14) ||U||L92m0 ) = 2||U||L9€’I0 ()
Let us now fix Ty > T} in such way that
(8.15) ||U(Tk+1)||Lgsk% @ < 2C3||9||L35M0 Q)
for all u(t) such that «(0) € B (it is possible to do due to our assumptions on €;, and ”dissipative”
estimate (8.9)). Estimates (8.14) and (8.15) together with (6.25) give

k1 ([w(Tht 1)l 22 @ +llgllzz @) <
€k+1%0 €k4+1-%0
< 4€k(||u(Tk+1)”L35k,mo @ t+ ||9||L§Ekymo @) <4205 + 1)5k||9||L§£k7% @ <
< 4(205 + 1)0=;?|lgll 1z 0) <
<4(205 + 1)CL1/2||9||L§(Q)(1 + 19l z@) ™" <4C(2Cs + L2,

Thus, if the constant L is small enough to satisfy
C1 — 8C,CC3(2C3 + 1)LY? > 0,
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then estimate (8.13) is satisfied with T = Tj41 and € = €511 = 2¢,. Thus, the iteration finishes
the proof of the lemma. O

It is not difficult now to finish the proof of the theorem. Indeed, due to Lemma 8.3 and estimate
(8.9), there exists T'= T'(|| B||, ||g||) such that

(8.16) lu®llzz (@) <2Csllgllez. @, t=T
€,TQ €,TQ

holds with ¢ > & := L(1 + ||gl|12()) ™ and uniformly with respect to zy € R. Taking now
supremum over g € R from the both sides of inequality (8.16) and using again (6.25), we arrive
at

(8.17) [u(®)[Lz20) < 203CL_1/2HQ||L§(Q)(1 +l9llrz), t=T

which shows that the ball (8.5) is really the absorbing set if K > 2C3CL~'/2. Theorem 8.1 is
proven. [l

Remark 8.4. It is worth to note that the intermediate estimate (8.16) gives slightly more in-

formation on the solutions than the final one (8.17). Indeed, assume that ¢ = 0 and g is square

integrable g € [L?(©2)]*. Then, instead of (6.25), we will have [[g]lzz (o) < Cllgllr2(q) with the
&,x0

constant C' independent of €. Thus, instead of (8.17), we will have better estimate
lu®llzz@) < 2C3Cgllr2), t2T

for the radius of the absorbing set (which grows now linearly with respect to g in contrast to the
quadratic growth rate in general case).

We are now in a position to prove the existence of a global attractor for semigroups (8.3)
associated with the Navier-Stokes equation. We however note that, in contrast to the dissipative
systems in bounded domains, in unbounded ones the global attractor is usually not compact in the
initial phase space (® in our case). That is the reason why one need to use the following weaker
definition of a global attractor (following [6], [9], [18]).

Definition 8.5. A set A C ®is a locally compact (global) attractor for the semigroup S(t) : & — @
if the following assumptions are satisfied:

1) The set A is bounded in ® and compact in ®;,. := v. + H2, () (i.e., the restriction A|Ql of
the attractor A to any bounded subdomain §2; of € is compact in L?(£2;).

2) The set A is strictly invariant: S(¢)A = A.

3) The set A is a attracting set for the semigroup S(t), i.e., for every neighborhood O(A)
(in the local topology of the space ®y,.) and every bounded (in ®) subset B, there exists time
T =T(0O, B) such that

(8.18) S(t)B C O(A),
forallt > T.

Corollary 8.6. Under the assumptions of Theorem 8.1, semigroup (8.3) associated with the
Navier-Stokes problem (6.1)—(6.2) possesses locally compact attractor A = A° which is bounded in
ve + VE(Q). Moreover, the following estimate holds:

(8.19) 1Al Lz @) < K1+ + gl 720))
where the constant K is independent of ¢ and g.

Proof. As usual, in order to verify the attractor’s existence, we need to check the standard condi-
tions, namely, the existence of a compact absorbing set and the continuity, see e.g. [6].

Indeed, due to Theorem 8.1, semigroup (8.2) possesses an absorbing set B C & which is,
however, not compact in the space ®;,.. But, due Theorem 7.4, the set S(1)B is bounded in
ve + VZ(Q2) and, consequently, is compact in ®,.. Thus, a compact absorbing set By := S(1)B for
semigroup (8.2) is constructed. Moreover, due to Theorem 7.1, the operators S(t) : By — ® are
continuous (in the topology of ®,.) for every fixed t > 0. Thus, due to the standard attractor
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existence theorem, semigroup S(t) possesses a global attractor A C By N B. Estimate (8.19) is
now an immediate corollary of Theorem 8.1. Corollary 8.6 is proven. O

To conclude the paper, we restore the physical parameters in the Navier-Stokes system (6.1),
i.e. consider the problem

(8.20) Ou+ (u, Vo)u =vAzu—Vep+g, divu=0
in a strip 2 and study the dependence of the size of attractor on v.

Corollary 8.7. The global attractor A = A(c,g,v) of problem (8.20) possesses the following
estimate:

(8:21) [ Allz() < Cv (e + gl q) + V)
where the constant C is independent of ¢, g and v.

Indeed, the scaling ¢’ = vt, ' = v~tu reduces equation (8.21) to equation (6.1)—(6.2) with
d =vlcand ¢’ = v~?g. Since A’ = v~ A, then (8.19) implies (8.21).
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