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#### Abstract

Given a stationary and ergodic time series the problem of estimating the conditional expectation of the dependent variable at time zero given the infinite past is considered. It is shown that the mean squared error of a combination of suitably defined local averaging or least squares estimates converges to zero for all distributions whenever the dependent variable is square integrable.
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## 1 Introduction

Let $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$ be a stationary and ergodic sequence of $\mathbb{R}^{d} \times \mathbb{R}$-valued random variables with $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$. In this paper we consider the following static forecasting problem: Given the dataset

$$
\mathcal{D}_{-n}^{-1}=\left\{\left(X_{-n}, Y_{-n}\right),\left(X_{-n+1}, Y_{-n+1}\right), \ldots,\left(X_{-1}, Y_{-1}\right)\right\}
$$

and $X_{0}$, construct estimates $m_{n}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)$ of

$$
\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}:=\mathbf{E}\left\{Y_{0} \mid X_{0},\left(X_{-1}, Y_{-1}\right),\left(X_{-2}, Y_{-2}\right), \ldots\right\}
$$

which are weakly consistent in the sense that they satisfy

$$
\begin{equation*}
\mathbf{E}\left\{\left|m_{n}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)-\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}\right|^{2}\right\} \rightarrow 0 \quad(n \rightarrow \infty) \tag{1}
\end{equation*}
$$

In the sequel estimates $m_{n}$ are constructed which are weakly universally consistent, i.e., which satisfy (1) for all stationary and ergodic time series with $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$. The main aim is to construct the estimates in such a way that they are easy to compute and thus applicable in practice.

In the existing literature there are several results concerning consistency in various senses for nonparametric estimators under more or less strong mixing assumptions on the data [e.g., Collomb (1985), Marton and Shields (1994)]. The monograph by Györfi, Haerdle, Sarda and Vieu (1989) gives additional information. A big drawback of all these estimates is that mixing conditions are not verifiable in practice what makes them difficult to apply. Therefore it is desirable to construct estimates which are consistent in the above sense under considerably weaker conditions (e.g., stationarity and ergodicity of the data).

Several authors have investigated forecasting problems with stationarity and ergodicity as sole assumption on the data, usually in the context of autoregression (where there is no $X_{i}$ only $Y_{i}$ ). Cover (1975) formulated two fundamental classes of prediction problems for stationary and ergodic time series, the static and the dynamic forecasting problem.

In the dynamic forecasting problem, specialized to autoregression, one wants to find an estimator $\hat{E}\left(Y_{0}^{n-1}\right)$ of the value $\mathbf{E}\left\{Y_{n} \mid Y_{0}^{n-1}\right\}$ such that for all stationary and ergodic sequences $\left\{Y_{i}\right\}_{i \in \mathbb{N}}$ it holds

$$
\lim _{n \rightarrow \infty}\left|\hat{E}\left(Y_{0}^{n-1}\right)-\mathbf{E}\left\{Y_{n} \mid Y_{0}^{n-1}\right\}\right|=0 \quad \text { a.s. }
$$

Bailey (1976) showed that the dynamic forecasting problem cannot be solved in general, a much simpler proof of this result was given in Ryabko (1988). For related results see also Györfi, Morvai and Yakowitz (1998) and Weiss (2000). In case that the ergodic time series takes values from a finite alphabet Morvai and Weiss (2005) proposed a very simple estimator which is pointwise and weakly consistent for all such stationary and ergodic time series.

[^0]In the so-called static forecasting problem, specialized to autoregression, one wants to find an estimator $\hat{E}\left(Y_{-n}^{-1}\right)$ of the value $\mathbf{E}\left\{Y_{0} \mid Y_{-\infty}^{-1}\right\}$ such that for all stationary and ergodic sequences $\left\{Y_{i}\right\}_{i \in \mathbb{Z}}$ it holds

$$
\lim _{n \rightarrow \infty} \hat{E}\left(Y_{-n}^{-1}\right)=\mathbf{E}\left\{Y_{0} \mid Y_{-\infty}^{-1}\right\} \quad \text { a.s. }
$$

Ornstein (1978) gave such a strongly consistent estimator for the case that the time series values are finite. The algorithms of Algoet (1992) and the simpler algorithm of Morvai, Yakowitz and Györfi (1996) yield strong consistency for bounded stationary and ergodic sequences. For more results in view of static and dynamic forecasting and concerning connections and related problems we refer to Morvai, Yakowitz and Algoet (1997), Györfi, Lugosi and Morvai (1999), Györfi and Lugosi (2000), Györfi and Ottucsák (2007) and Morvai and Weiss (2011).

However, the estimates above are rather difficult to compute or consume data rapidly so that it is not clear whether they can be applied to any real or simulated data set. Moreover, it is known that a simple partitioning estimate which is strongly universally consistent in the case of mixing assumptions fails to be consistent when the data is only stationary and ergodic (cf., Györfi, Morvai and Yakowitz (1998)). Thus it is reasonable to conjecture that in case of stationary and ergodic data strongly universally consistent estimates, which are easy to compute, do not exist.

An application of weakly universally consistent estimates in mathematical finance is given in Kohler and Walk (2010). There the problem of exercising an American option in an optimal way is considered. An estimate of the optimal stopping time is constructed which achieves for sample size tending to infinity the optimal expected discounted payoff whenever the returns of the underlying asset are stationary and ergodic.

In Jones, Kohler and Walk (2011) it was shown that by applying the ideas of Kohler and Walk (2010) it is possible to construct weakly universally consistent localized least squares estimates. There techniques from the theory of prediction of individual sequences (cf., e.g., Cesa-Bianchi and Lugosi (2006)) are used to choose the smoothing parameters of the estimates. The same ideas have already been applied to sequential prediction problems where estimates are constructed which are universally consistent with respect to a normalized cumulative prediction error, see Györfi and Lugosi (2002), Györfi and Ottucsák (2007) and (in connection with portfolio optimization) Györfi and Schäfer (2003), Györfi, Lugosi and Udina (2006) as well as Györfi, Udina and Walk (2008).

The estimates in Jones, Kohler and Walk (2011) are easier to compute then the above mentioned strongly universally consistent estimates, in particular it is obvious that they can be applied to real or simulated data sets in practice. Nevertheless, through the fact that they combine ideas of local averaging and least squares it seems still to be a little bit challenging to apply them in practice. In this paper we focus on much simpler local averaging and least squares estimates and construct four estimates which are weakly universally consistent. They are based on simple kernel, partitioning and nearest neighbor regression estimates as well as least squares estimates. Again techniques from the theory of prediction of individual sequences are used to choose the smoothing parameters of the estimates, and a suitable averaging of the estimates is used to be able to ensure that (1) holds.

The estimates are defined in Section 2, Section 3 contains the main result, and the proofs are given in Section 4.

## 2 Definition of the estimates

In this section we introduce four estimates which are weakly universally consistent. They mainly distinguish in the choice of the so-called expert, which will be a kernel estimate for the first one, a partitioning estimate for the second one, a nearest neighbor estimate for the third one and a least squares estimate for the last one.

In order to simplify the notation we will use throughout this paper the abbreviations

$$
Z_{k}^{l}=\left(Z_{k}, \cdots, Z_{l}\right), \quad k \leq l
$$

for arbitrary random variables $Z_{j} \quad(j \in \mathbb{Z})$,

$$
\mathcal{D}_{k}^{l}=\left\{\left(X_{k}, Y_{k}\right),\left(X_{k+1}, Y_{k+1}\right), \ldots,\left(X_{l}, Y_{l}\right)\right\}, \quad k \leq l,
$$

and

$$
\left.d_{k}^{l}=\left\{x_{k}, y_{k}\right),\left(x_{k+1}, y_{k+1}\right), \ldots,\left(x_{l}, y_{l}\right)\right\}, \quad k \leq l
$$

$S_{x, r}$ denotes the closed sphere in a Euclidean space with center $x$ and radius $r$.
We start with defining a parameter set

$$
\mathcal{P}=\{(k, r, N): k, r, N \in \mathbb{N}\}
$$

and estimates $\tilde{m}_{n,(k, r, N)}^{(i)}\left(x_{-k}^{0}, y_{-k}^{-1} ; d_{-n}^{-1}\right)$ and $\hat{m}_{n,(k, r, N)}^{(i)}\left(x_{0}, d_{-n}^{-1}\right)(i \in\{1,2,3,4\})$ of

$$
m_{k}\left(x_{-k}^{0}, y_{-k}^{-1}\right):=\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}=x_{-k}^{0}, Y_{-k}^{-1}=y_{-k}^{-1}\right\},
$$

where the parameters of the estimates are determined by $r$ and $N$, and where $k$ indicates how far back the estimate will look. For the local averaging estimates, $r$ will be used to determine how similar observations in the past to the current values have to be in order to be included in the estimation. For the least squares estimate, $r$ determines the function space over which minimization takes place. $N$ will be used to truncate the values of $Y_{i}$ at level $N$.

For the first estimate assume that bandwidths $h_{r}>0$ satisfying

$$
h_{r} \rightarrow 0 \quad(r \rightarrow \infty)
$$

and a nonincreasing and continuous function $H: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$satisfying

$$
H(0)>0 \quad \text { and } \quad t \cdot H(t) \rightarrow 0 \quad(t \rightarrow \infty)
$$

(e.g., $H(v)=e^{-v^{2}}$ ) are given. Using $H$ we define a kernel function $K: \mathbb{R}^{(k+1) \cdot d+k} \rightarrow \mathbb{R}_{+}$by

$$
K(v):=H\left(\|v\|^{(k+1) \cdot d+k}\right)
$$

where $\|v\|$ denotes the Euclidean norm of $v$.
With the convention $\frac{0}{0}:=0$ we define the kernel estimate $\tilde{m}_{n,(k, r, N)}^{(1)}$ by

$$
\begin{aligned}
& \tilde{m}_{n,(k, r, N)}^{(1)}\left(u_{-k}^{0}, v_{-k}^{-1} ; d_{-n}^{-1}\right) \\
& = \begin{cases}\frac{\sum_{i=-n+k-1}^{-2} T_{N}\left(y_{i+1}\right) K\left(\frac{\left(x_{i-k+1}^{i+1}, y_{i-k+1}^{i}\right)-\left(u_{-k}^{0}, v_{-k}^{-1}\right)}{h_{r}}\right)}{\sum_{i=-n+k-1}^{-2} K\left(\frac{\left(x_{i-k+1}^{i+1}, y_{i-k+1}^{i}\right)-\left(u_{-k}^{0}, v_{-k}^{-1}\right)}{h_{r}}\right)} & \text { if } n \geq k+1, \\
0 & \text { else, }\end{cases}
\end{aligned}
$$

where the truncation operator $T_{N}$ is defined as

$$
T_{N}(x):=x \mathbf{1}_{\{|x| \leq N\}}+\operatorname{sign}(x) N \mathbf{1}_{\{|x|>N\}} .
$$

For the second estimate, for every $k \in \mathbb{N}$ let $\left(\mathcal{P}_{k, r}\right)_{r \in \mathbb{N}}$ be a sequence of finite or countably infinite partitions $\mathcal{P}_{k, r}=\left\{A_{k, r, 1}, A_{k, r, 2}, \cdots\right\}$ of $\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}$, where $A_{k, r, j} \subseteq\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}$ are Borel sets. For $z \in\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}$ set $A_{k, r}(z)=A_{k, r, j}$ if $z \in A_{k, r, j}$.
With the convention $\frac{0}{0}:=0$ we define our partitioning estimate $\tilde{m}_{n,(k, r, N)}^{(2)}$ as

$$
\tilde{m}_{n,(k, r, N)}^{(2)}\left(u_{-k}^{0}, v_{-k}^{-1} ; d_{-n}^{-1}\right)
$$

$$
= \begin{cases}\frac{\sum_{i=-n+k-1}^{-2} T_{N}\left(y_{i+1}\right) \mathbf{1}_{\left\{\left(x_{i-k+1}^{i+1}, y_{i-k+1}^{i}\right) \in A_{k, r}\left(u_{-k}^{0}, v_{-k}^{-1}\right)\right\}}}{\sum_{i=-n+k-1}^{-2} \mathbf{1}_{\left\{\left(x_{i-k+1}^{i+1}, y_{i-k+1}^{i}\right) \in A_{k, r}\left(u_{-k}^{0}, v_{-k}^{-1}\right)\right\}}} & \text { if } n \geq k+1, \\ 0 & \text { else. }\end{cases}
$$

For the third estimate let $p_{r}>0$ be given such that

$$
p_{r} \rightarrow 0 \quad(r \rightarrow \infty)
$$

Let $k, r$ be fixed and let $n$ be so large that $n \geq k+\left\lfloor p_{r} n\right\rfloor \geq k+1$, where $\lfloor z\rfloor$ is the largest integer less than or equal to $z$. For each $\left(u_{-k}^{0}, v_{-k}^{-1}\right) \in \mathbb{R}^{(k+1) d+k}$ introduce the random set of $\left\lfloor p_{r} n\right\rfloor$ nearest neighbor (NN) matches

$$
\begin{array}{r}
J_{n,\left(u_{-k}^{0}, v_{-k}^{-1}\right)}^{(k, r)}:=\left\{-n+k-1 \leq i \leq-2 \quad: \quad\left(X_{i-k+1}^{i+1}, Y_{i-k+1}^{i}\right) \text { is among the }\left\lfloor p_{r} n\right\rfloor\right. \\
\text { NNs of } \left.\left(u_{-k}^{0}, v_{-k}^{-1}\right) \text { in }\left(X_{-n}^{-n+k}, Y_{-n}^{-n+k-1}\right), \ldots,\left(X_{-k-1}^{-1}, Y_{-k-1}^{-2}\right)\right\}
\end{array}
$$

using the Euclidean norm $\|\cdot\|$ and define the $\left\lfloor p_{r} n\right\rfloor-\mathrm{NN}$ estimate $\tilde{m}_{n,(k, r, N)}^{(3)}$ via

$$
\begin{aligned}
& \tilde{m}_{n,(k, r, N)}^{(3)}\left(u_{-k}^{0}, v_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right) \\
& = \begin{cases}\sqrt{\left|J_{n,\left(u_{-k}^{0}, v_{-k}^{\prime}\right)}^{(k, r)}\right|} \sum_{\substack{i \in J_{n,\left(u_{-k}^{0}, v_{-k}^{(k)}\right.}^{(k, r)} \\
0}} T_{N}\left(Y_{i+1}\right) & \text { if } n \geq k+\left\lfloor p_{r} n\right\rfloor \geq k+1 \\
\text { else }\end{cases}
\end{aligned}
$$

$(|\cdot|$ denoting cardinality). We use here the assumption $(A 1)$ that, for each fixed $k$, for all vectors $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in \mathbb{R}^{(k+1) d+k}$ the random variables $\left\|\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\|$ have continuous distribution functions and that for each sphere $S_{0, R^{*}}$ in $\mathbb{R}^{(k+1) \cdot d+k}$ the family of such distribution functions with "parameters" $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$ is equicontinuous, i.e., the distribution functions are uniformly continuous with respect to their argument $s \in \mathbb{R}$ and the "parameters" $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$. By the first part of $(A 1)$ ties occur with probability zero. Thus

$$
\left|J_{n,\left(u_{-k}^{0}, v_{-k}^{-1}\right)}^{(k, r)}\right|=\left\lfloor p_{r} n\right\rfloor
$$

with probability one. (A1) can be assumed without loss of generality. Similarly to Györfi et al. (2002), pp. 86-87, we may add a component $Z_{i}$ to the $(d+1)$-dimensional vector $\left(X_{i}, Y_{i}\right), i \in \mathbb{Z}$, where the $Z_{i}$ 's are i.i.d. uniform $[0,1]$ and also independent of the sequence $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$. In view of Theorem 1 below we mention that because of independence

$$
\mathbf{E}\left(Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}, Z_{-\infty}^{0}\right)=\mathbf{E}\left(Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right) \quad \text { a.s. }
$$

and that also the sequence $\left(\left(X_{i}, Y_{i}, Z_{i}\right)\right)_{i \in \mathbb{Z}}$ of $(d+2)$-dimensional random vectors is stationary and ergodic. For, because of Doob (1953), p. 457, for an independent pair $\left(\left(U_{i}\right)_{i \in \mathbb{Z}},\left(V_{i}\right)_{i \in \mathbb{Z}}\right)$ of stationary and ergodic processes with state spaces $\prod_{-\infty}^{\infty} \mathbb{R}^{d^{\prime}}$ and $\prod_{-\infty}^{\infty} \mathbb{R}^{d^{\prime \prime}}$, respectively, the stochastic process $\left(\left(U_{i}, V_{i}\right)\right)_{i \in \mathbb{Z}}$ with state space $\prod_{-\infty}^{\infty} \mathbb{R}^{d^{\prime}+d^{\prime \prime}}$ is stationary and ergodic, too. In our construction, assumption $(A 1)$ is fulfilled. To see this, observe that with abbreviations $\left(X_{-k}^{0}, Y_{-k}^{-1}\right)=W$, $Z_{-k}^{0}=Z,\left(x_{-k}^{0}, y_{-k}^{-1}\right)=w \in S_{0, R^{*}}, z_{-k}^{0}=z \in[0,1]^{k+1}$ and corresponding Euclidean norms $\|w\|$, $\|z\|_{*}$, the distribution functions are given by

$$
F_{w, z}(s)=\mathbf{P}\left\{\|W-w\|^{2}+\|Z-z\|_{*}^{2} \leq s^{2}\right\}, \quad s \geq 0
$$

Since

$$
F_{w, z}(s) \geq \mathbf{P}\left\{\|W-w\|^{2} \leq s^{2}-k-1\right\} \rightarrow 1 \quad(s \rightarrow \infty)
$$

uniformly in $w \in S_{0, R^{*}}$, it suffices to show that for arbitrary $s_{\max }>0$ the functions $F_{w, z}$ with parameters $w \in S_{0, R^{*}}$ and $z \in[0,1]^{k+1}$ are equicontinuous on $\left[0, s_{\text {max }}\right]$. Using

$$
F_{w, z}(s)=\int \mathbf{P}\left\{Z \in S_{z, \sqrt{\left(s^{2}-\|t-w\|^{2}\right)+}}\right\} \mathbf{P}_{W}(d t)
$$

where $(a)_{+}=\max \{a, 0\}$, we see that for $w \in S_{0, R^{*}}, z \in[0,1]^{k+1}$ and $s_{1}, s_{2} \in\left[0, s_{\text {max }}\right]$ with $s_{1} \leq s_{2}$ we have

$$
\begin{aligned}
& \left|F_{w, z}\left(s_{1}\right)-F_{w, z}\left(s_{2}\right)\right|=F_{w, z}\left(s_{2}\right)-F_{w, z}\left(s_{1}\right) \\
& \leq \int_{S_{0, R^{*}}}\left(\mathbf{P}\left\{Z \in S_{z, \sqrt{\left(s_{2}^{2}-\|t-w\|^{2}\right)_{+}}}\right\}-\mathbf{P}\left\{Z \in S_{z, \sqrt{\left(s_{1}^{2}-\|t-w\|^{2}\right)_{+}}}\right\}\right) \mathbf{P}_{W}(d t) \\
& \quad+\mathbf{P}_{W}\left(S_{0, R^{*}}^{c}\right) \\
& \leq \int_{S_{0, R^{*}}} c_{k+1} \cdot\left(\left(s_{2}^{2}-\|t-w\|^{2}\right)_{+}^{\frac{k+1}{2}}-\left(s_{1}^{2}-\|t-w\|^{2}\right)_{+}^{\frac{k+1}{2}}\right) \mathbf{P}_{W}(d t)+\mathbf{P}_{W}\left(S_{0, R^{*}}^{c}\right),
\end{aligned}
$$

where $c_{k+1}$ is the volume of the unit sphere in $\mathbb{R}^{k+1}$. By computing derivatives it is easy to see that the functions

$$
s \mapsto\left(s^{2}-\|t-w\|^{2}\right)_{+}^{\frac{k+1}{2}}
$$

(with parameters $t \in S_{0, R}$ and $w \in S_{0, R^{*}}$ ) are Lipschitz continuous with uniformly bounded Lipschitz constants, which implies the assertion.

For the fourth estimate, let $B_{1}, \ldots, B_{K_{r}}$ be bounded and continuous functions $B_{j}:\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k} \rightarrow[-B, B]$ for some $B>0$, and set

$$
\begin{equation*}
\mathcal{F}_{k, r}=\left\{\sum_{j=1}^{K_{r}} a_{j} \cdot B_{j} \quad: \quad a_{j} \in\left[-L_{r}, L_{r}\right] \quad\left(j=1, \ldots, K_{r}\right)\right\} \tag{2}
\end{equation*}
$$

where $K_{r}, L_{r}>0$. Define the corresponding least squares estimate by

$$
\bar{m}_{n,(k, r, N)}^{(4)}\left(\cdot ; d_{-n}^{-1}\right)=\arg \min _{f \in \mathcal{F}_{k, r}} \frac{1}{n-k} \sum_{i=-n+k}^{-1}\left|f\left(x_{i-k}^{i}, y_{i-k}^{i-1}\right)-T_{N}\left(y_{i}\right)\right|^{2} .
$$

This definition only makes sense if $n \geq k+1$, so we set

$$
\tilde{m}_{n,(k, r, N)}^{(4)}\left(u_{-k}^{0}, v_{-k}^{-1} ; d_{-n}^{-1}\right)= \begin{cases}\bar{m}_{n,(k, r, N)}^{(4)}\left(u_{-k}^{0}, v_{-k}^{-1} ; d_{-n}^{-1}\right) & \text { if } n \geq k+1, \\ 0 & \text { else. }\end{cases}
$$

In the sequel let $i \in\{1,2,3,4\}$. Because we will need uniform boundedness of all experts for fixed sample size, we choose $0<s<\frac{1}{2}$ and set

$$
\hat{m}_{n,(k, r, N)}^{(i)}\left(x_{0}, d_{-n}^{-1}\right):=T_{n}\left(\tilde{m}_{n,(k, r, N)}^{(i)}\left(x_{-k}^{0}, y_{-k}^{-1} ; d_{-n}^{-1}\right)\right) .
$$

We will define our prediction strategy as a convex combination of these experts using weights, which are the higher the better the expert performed in the past. After $n-1$ rounds of play the normalized cumulative squared prediction error of $\hat{m}_{n,(k, r, N)}^{(i)}$ on the string $d_{-n}^{-1}$ defined by

$$
\begin{aligned}
L_{n}^{(i)}(k, r, N) & :=L_{n}^{(i)}(k, r, N)\left(d_{-n}^{-1}\right) \\
& :=\frac{1}{n-1} \sum_{j=-n}^{-2}\left(T_{n s}\left(y_{j+1}\right)-\hat{m}_{j+n+1,(k, r, N)}^{(i)}\left(x_{j+1}, d_{-n}^{j}\right)\right)^{2}
\end{aligned}
$$

quantizes the performance of the expert in the past. Let $\left(p_{(k, r, N)}\right)_{(k, r, N) \in \mathcal{P}}$ be a probability distribution such that $p_{(k, r, N)}>0$ for all $(k, r, N) \in \mathcal{P}$. Put $c_{n}=8 n^{2 s}$ and define weights, which depend on this cumulative loss, by

$$
w_{n,(k, r, N)}^{(i)}:=p_{(k, r, N)} \cdot \exp \left(\frac{-(n-1) L_{n}^{(i)}(k, r, N)}{c_{n}}\right)
$$

We define our prediction strategy $\hat{m}_{n}^{(i)}$ as a convex combination of $\hat{m}_{n,(k, r, N)}^{(i)}$ using the normalized values

$$
v_{n,(k, r, N)}^{(i)}=\frac{w_{n,(k, r, N)}^{(i)}}{\sum_{(k, r, N) \in \mathcal{P}} w_{n,(k, r, N)}^{(i)}}
$$

of $w_{n,(k, r, N)}^{(i)}$ as weights, i.e., $\hat{m}_{n}^{(i)}$ is defined by

$$
\hat{m}_{n}^{(i)}\left(x_{0}, d_{-n}^{-1}\right)=\sum_{(k, r, N) \in \mathcal{P}} v_{n,(k, r, N)}^{(i)} \cdot \hat{m}_{n,(k, r, N)}^{(i)}\left(x_{0}, d_{-n}^{-1}\right)
$$

In order to estimate

$$
m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right):=\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}
$$

we use the arithmetic mean of the first $n$ estimates:

$$
m_{n}^{(i)}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)=\frac{1}{n} \sum_{j=1}^{n} \hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)
$$

## 3 Main Result

For fixed $k \in \mathbb{N}$ we call a sequence of partitions $\left(\mathcal{P}_{k, r}\right)_{r \in \mathbb{N}}$ nested if the corresponding sequence of generated $\sigma$-algebras $\mathcal{F}\left(\mathcal{P}_{k, r}\right)$ is increasing. Let $\mathcal{P}_{k, r}=\left\{A_{k, r, j}\right\}_{j}$ with Borel sets $A_{k, r, j}$ and denote by $A_{k, r}(z)$ the set $A_{k, r, j}$ which contains $z$.

Theorem 1. Let $m_{n}^{(i)}$ be defined as in Section $2(i \in\{1,2,3,4\})$.
a) Assume that in the definition of $m_{n}^{(1)}$ the sequence of bandwidths $h_{r}>0$ satisfies

$$
h_{r} \rightarrow 0 \quad(r \rightarrow \infty)
$$

and that the kernel used in the definition of $\tilde{m}_{n,(k, r, N)}^{(1)}$ is defined by $K(v):=H\left(\|v\|^{(k+1) \cdot d+k}\right)$, where $H$ is a nonincreasing nonnegative continuous function on $[0, \infty)$ satisfying

$$
H(0)>0 \quad \text { and } \quad t \cdot H(t) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Then

$$
\mathbf{E}\left\{\left|m_{n}^{(1)}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)-\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}\right|^{2}\right\} \rightarrow 0 \quad(n \rightarrow \infty)
$$

for all stationary and ergodic sequences $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$ of $\mathbb{R}^{d} \times \mathbb{R}$-valued random variables with $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$.
b) Assume that the sequences $\left(\mathcal{P}_{k, r}\right)_{r \in \mathbb{N}}$ of partitions used in the definition of $m_{n}^{(2)}$ satisfy:
(i) The sequences of partitions $\left(\mathcal{P}_{k, r}\right)_{r \in \mathbb{N}}$ are nested $(k \in \mathbb{N})$.
(ii) $\operatorname{diam} A_{k, r}(z):=\sup _{u, v \in A_{k, r}(z)}\|u-v\| \rightarrow 0 \quad(r \rightarrow \infty)$
for each $z \in\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}$ and every $k \in \mathbb{N}$.
(iii) $\left|\left\{A_{k, r, j} \in \mathcal{P}_{k, r}: A_{k, r, j} \cap[-L, L]^{d(k+1)+k} \neq \emptyset\right\}\right|<\infty$ for all $r \in \mathbb{N}$ and $L>0$.

Then

$$
\mathbf{E}\left\{\left|m_{n}^{(2)}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)-\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}\right|^{2}\right\} \rightarrow 0 \quad(n \rightarrow \infty)
$$

for all stationary and ergodic sequences $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$ of $\mathbb{R}^{d} \times \mathbb{R}$-valued random variables with $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$.
c) Assume $0<p_{r} \rightarrow 0 \quad(r \rightarrow \infty)$ and (A1). Then

$$
\mathbf{E}\left\{\left|m_{n}^{(3)}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)-\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}\right|^{2}\right\} \rightarrow 0 \quad(n \rightarrow \infty)
$$

for all stationary and ergodic sequences $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$ of $\mathbb{R}^{d} \times \mathbb{R}$-valued random variables with $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$.
d) Assume that the function spaces $\mathcal{F}_{k, r}$ defined by (2) used in the construction of $m_{n}^{(3)}$ satisfy:
(i) $\limsup \operatorname{sim}_{r \rightarrow \infty} K_{r}=\infty$.
(ii) $\lim \sup _{r \rightarrow \infty} L_{r}=\infty$.
(iii) For all $k$ and for any probability measure $\mu$ on $\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}$ and for every $g \in$ $L_{2}\left(\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}, \mu\right)$ it holds that

$$
\liminf _{r \rightarrow \infty} \inf _{f \in \mathcal{F}_{k, r}} \int|g-f|^{2} d \mu=0
$$

Then

$$
\mathbf{E}\left\{\left|m_{n}^{(4)}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)-\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}\right|^{2}\right\} \rightarrow 0 \quad(n \rightarrow \infty)
$$

for all stationary and ergodic sequences $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$ of $\mathbb{R}^{d} \times \mathbb{R}$-valued random variables with $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$.

## Remarks.

a) The condition on the kernel is for example satisfied if we choose $H(t)=\exp \left(-t^{2}\right)$.
b) The proofs rely on pointwise consistency results for regression estimates. In order to apply these results in case of the partitioning estimate, we need the condition that the partitions are nested.
c) The conditions on the function spaces are for example met if we choose $\mathcal{F}_{k, r}$ as a suitably defined tensor product B-spline space (cf. Corollary 2 in Jones, Kohler and Walk (2011)).

## 4 Proofs

First we present some tools (Lemma 1-9) and then we prove Theorem 1. The following notations will be needed in Lemma 1:

In the time series problem at each time instant $i=1,2, \cdots$ the predictor is asked to guess the outcome $y_{i}$ of a sequence of real numers $y_{1}, y_{2}, \cdots$ with knowledge of the past $\left(x_{1}^{i}, y_{1}^{i-1}\right)$. A prediction strategy is a sequence $g=\left\{g_{i}\right\}_{i=1}^{\infty}$ of decision functions

$$
g_{i}:\left(\mathbb{R}^{d}\right)^{i} \times \mathbb{R}^{i-1} \rightarrow \mathbb{R}
$$

and the prediction formed at time $i$ is $g_{i}\left(x_{1}^{i}, y_{1}^{i-1}\right)$. After $n$ rounds of play, the normalized cumulative prediction error on the string $\left(x_{1}^{n}, y_{1}^{n}\right)$ is

$$
L_{n}(g)=\frac{1}{n} \sum_{i=1}^{n}\left(g_{i}\left(x_{1}^{i}, y_{1}^{i-1}\right)-y_{i}\right)^{2}
$$

Lemma 1. Let $\tilde{h}_{1}, \tilde{h}_{2}, \cdots$ be a sequence of prediction strategies (experts), and let $\left\{q_{k}\right\}$ be a probability distribution on the set of positive integers. Assume that $\tilde{h}_{i}\left(x_{1}^{n}, y_{1}^{n-1}\right) \in[-B, B]$ and $y_{1}^{n} \in[-B, B]^{n}$. Define

$$
w_{t, k}=q_{k} \cdot \exp \left(\frac{-(t-1) L_{t-1}\left(\tilde{h}_{k}\right)}{c}\right)
$$

with $c \geq 8 B^{2}$, and

$$
v_{t, k}=\frac{w_{t, k}}{\sum_{i=1}^{\infty} w_{t, i}}
$$

If the prediction strategy $\tilde{g}$ is defined by

$$
\tilde{g}_{t}\left(x_{1}^{t}, y_{1}^{t-1}\right)=\sum_{k=1}^{\infty} v_{t, k} \cdot \tilde{h}_{k}\left(x_{1}^{t}, y_{1}^{t-1}\right)
$$

then, for every $n \geq 1$,

$$
L_{n}(\tilde{g}) \leq \inf _{k}\left(L_{n}\left(\tilde{h}_{k}\right)-\frac{c \ln q_{k}}{n}\right) .
$$

Here $-\ln 0$ is treated as $\infty$.
Proof. See proof of Lemma 27.3 in Györfi et al. (2002).
Lemma 2. Let $m \in L_{2}(\mu)$ and let $m^{*}$ be the generalized Hardy-Littlewood maximal function of $m$ defined by

$$
m^{*}(x)=\sup _{h>0} \frac{1}{\mu\left(S_{x, h}\right)} \int_{S_{x, h}}|m| d \mu \quad\left(x \in \mathbb{R}^{d}\right)
$$

Then $m^{*} \in L_{2}(\mu)$ and

$$
\int m^{*}(x)^{2} \mu(d x) \leq c^{*} \int m(x)^{2} \mu(d x)
$$

where $c^{*}<\infty$ depends only on $d$.
Proof. See proof of Lemma 24.7 in Györfi et al. (2002).
Lemma 3. Let $m \in L_{2}(\mu)$, let $\left(\mathcal{P}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of partitions, and let $m^{*}$ denote the corresponding generalized Hardy-Littlewood maximal function of $m$ defined by

$$
m^{*}(x)=\sup _{n} \frac{1}{\mu\left(A_{n}(x)\right)} \int_{A_{n}(x)}|m| d \mu \quad\left(x \in \mathbb{R}^{d}\right)
$$

If the sequence of partitions $\left(\mathcal{P}_{n}\right)_{n \in \mathbb{N}}$ is nested, then

$$
m^{*} \in L_{2}(\mu) \quad \text { and } \quad \int m^{*}(x)^{2} \mu(d x) \leq c^{*} \int m(x)^{2} \mu(d x)
$$

where $c^{*}<\infty$ depends only on $d$.
Proof. See Problem 24.4 in Györfi et al. (2002).
Lemma 4. Assume

$$
\begin{aligned}
& c_{1} H(\|x\|) \leq K(x) \leq c_{2} H(\|x\|) \quad\left(x \in \mathbb{R}^{d}\right) \\
& H(+0)>0 \\
& t^{d} H(t) \rightarrow 0 \quad \text { as } t \rightarrow \infty
\end{aligned}
$$

where $H$ is a nonincreasing nonnegative Borel function on $[0, \infty)$ and $c_{1}, c_{2}>0$. Then, for all $\mu$-integrable functions $f$,

$$
\lim _{h \rightarrow 0} \frac{\int K((x-z) / h) f(z) \mu(d z)}{\int K((x-z) / h) \mu(d z)}=f(x)
$$

for $\mu$-almost all $x \in \mathbb{R}^{d}$.

Proof. See proof of Lemma 24.8 in Györfi et al. (2002).
Lemma 5. Assume that the sequence of partitions $\mathcal{P}_{n}=\left\{A_{n, 1}, A_{n, 2}, \cdots\right\}$ of $\mathbb{R}^{d}$ is nested and

$$
\operatorname{diam} A_{n}(z):=\sup _{u, v \in A_{n}(z)}\|u-v\| \rightarrow 0 \quad(n \rightarrow \infty)
$$

for each $z \in \mathbb{R}^{d}$. Then

$$
\lim _{n \rightarrow \infty} \frac{\int_{A_{n}(x)} f(z) \mu(d z)}{\mu\left(A_{n}(x)\right)}=f(x)
$$

for $\mu$-almost all $x \in \mathbb{R}^{d}$.
Proof. See Problem 24.3 in Györfi et al. (2002).
The proofs of the next three lemmas will be given after the proof of Theorem 1.
In Lemma 6 we will need the following notation: For an arbitrary function $f$ defined on the image space of a random variable $X$ define

$$
\|f\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{X}\right)}:=\sup _{x \in \operatorname{supp}\left(\mathbf{P}_{X}\right)}|f(x)| .
$$

Lemma 6. Let $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$ be a stationary and ergodic sequence of $\mathbb{R}^{d} \times \mathbb{R}$-valued random variables.

Let $B_{1}, \ldots, B_{K}$ be bounded and continuous functions $B_{j}:\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k} \rightarrow[-B, B]$ for some $k \in \mathbb{N}, B>0$ and set

$$
\mathcal{F}=\left\{\sum_{j=1}^{K} a_{j} \cdot B_{j} \quad: \quad a_{j} \in[-L, L] \quad(j=1, \ldots, K)\right\}
$$

for some $L>0$. Define the least squares estimate $m_{n}$ by

$$
m_{n}=\arg \min _{f \in \mathcal{F}} \frac{1}{n-k} \sum_{i=-n+k}^{-1}\left|f\left(X_{i-k}^{i}, Y_{i-k}^{i-1}\right)-T_{N}\left(Y_{i}\right)\right|^{2}
$$

for some $N>0$, and assume that $n \geq k+1$. Then

$$
f^{*}:=\arg \min _{f \in \mathcal{F}} \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}
$$

exists and

$$
\left\|m_{n}-f^{*}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)} \rightarrow 0 \quad \text { a.s. }
$$

Remark. It follows from the proof of Lemma 6 that $\min _{f \in \mathcal{F}} \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\}$ exists as well.

Lemma 7. Let $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$ be a stationary and ergodic sequence of $\mathbb{R}^{d} \times \mathbb{R}$-valued random variables with $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$.

With the assumptions of Theorem 1 a) and

$$
m_{k, r}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1}\right):=\frac{\mathbf{E}\left\{Y_{0} \cdot K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}{\mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}
$$

or according to the assumptions of Theorem 1 b) and

$$
m_{k, r}^{(2)}\left(x_{-k}^{0}, y_{-k}^{-1}\right):=\frac{\mathbf{E}\left\{Y_{0} \mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\}}{\mathbf{E}\left\{\mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\}}
$$

or according to the assumptions of Theorem 1 c) and

$$
m_{k, r}^{(3)}\left(x_{-k}^{0}, y_{-k}^{-1}\right):=\frac{\mathbf{E}\left\{Y_{0} \mathbf{1}_{\left.\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)}\right\}}^{p_{r}}, \frac{}{}\right.}{}
$$

(with arbitrary

$$
R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in\left[R_{k, r}^{\prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right), R_{k, r}^{\prime \prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right]
$$

where $\left[R_{k, r}^{\prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right), R_{k, r}^{\prime \prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right]$ is the set of values $R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)$ such that $\left.\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)}\right)=p_{r}\right)$ or according to the assumptions of Theorem 1 d) and

$$
m_{k, r}^{(4)}:=\arg \min _{f \in \mathcal{F}_{k, r}} \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\}
$$

it holds for $i \in\{1,2,3,4\}$ :

$$
\lim _{t \rightarrow \infty} \inf _{k, r \geq t} \mathbf{E}\left\{\left|Y_{0}-m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \leq \mathbf{E}\left\{\left|Y_{0}-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\}
$$

Lemma 8. Let $\left(\left(X_{n}, Y_{n}\right)\right)_{n \in \mathbb{Z}}$ be a stationary and ergodic sequence of $\mathbb{R}^{d} \times \mathbb{R}$-valued random variables with $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$, let $\tilde{m}_{n,(k, r, N)}^{(i)}$ be defined as in Section 2 and let $m_{k, r}^{(i)}$ be defined as in Lemma 7 for $i \in\{1,2,3,4\}$. With the assumptions of Theorem 1 a) or according to Theorem 1 b) or according to Theorem 1 c) or according to Theorem $1 d$ ) it holds for arbitrary $k, r \in \mathbb{N}$ and $i \in\{1,2,3,4\}$ :

$$
\limsup _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\tilde{m}_{n,(k, r, N)}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\}=0
$$

### 4.1 Proof of Theorem 1

We recall that $m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right):=\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}$. Using the definition of the estimate and the inequality of Jensen, we get

$$
\begin{aligned}
& \mathbf{E}\left\{\left|m_{n}^{(i)}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\} \\
& =\mathbf{E}\left\{\left|\frac{1}{n} \sum_{j=1}^{n} \hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\} \\
& \leq \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\} .
\end{aligned}
$$

Using

$$
\mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|Y_{0}-\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)\right|^{2}\right\}
$$

$$
=\mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\}+\mathbf{E}\left\{\left|Y_{0}-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\}
$$

which follows from

$$
\begin{aligned}
& \mathbf{E}\left\{\left(\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right)\left(Y_{0}-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right)\right\} \\
& =\mathbf{E}\left\{\left(\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right)\right. \\
& \left.\cdot \mathbf{E}\left\{\left(Y_{0}-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right) \mid\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right\}\right\} \\
& =\mathbf{E}\left\{\left(\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right)\left(m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right)\right\}=0
\end{aligned}
$$

for every $j \in\{1, \cdots, n\}$, we conclude

$$
\begin{aligned}
0 & \leq \mathbf{E}\left\{\left|m_{n}^{(i)}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\} \\
& \leq \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|Y_{0}-\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)\right|^{2}\right\}-\mathbf{E}\left\{\left|Y_{0}-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\}
\end{aligned}
$$

Therefore it suffices to show

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|Y_{0}-\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)\right|^{2}\right\} \leq \mathbf{E}\left\{\left|Y_{0}-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\}=: L^{*} \tag{3}
\end{equation*}
$$

Using the inequality

$$
\begin{equation*}
(a+b)^{2} \leq(1+\alpha) a^{2}+\left(1+\frac{1}{\alpha}\right) b^{2} \tag{4}
\end{equation*}
$$

for arbitrary $a, b \in \mathbb{R}, \alpha>0$, one has

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|Y_{0}-\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)\right|^{2}\right\} \\
& \leq \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}(1+\alpha)\left|\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-T_{n^{s}}\left(Y_{0}\right)\right|^{2}\right\} \\
& \quad+\limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left(1+\frac{1}{\alpha}\right)\left|T_{n^{s}}\left(Y_{0}\right)-Y_{0}\right|^{2}\right\}
\end{aligned}
$$

With the assumption $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$ and Lebesgue's dominated convergence theorem we get for the last summand:

$$
\left(1+\frac{1}{\alpha}\right) \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|T_{n^{s}}\left(Y_{0}\right)-Y_{0}\right|^{2}\right\} \leq\left(1+\frac{1}{\alpha}\right) \limsup _{n \rightarrow \infty} \mathbf{E}\left\{Y_{0}^{2} \cdot \mathbf{1}_{\left\{\left|Y_{0}\right|>n^{s}\right\}}\right\}=0
$$

Since $\alpha>0$ was arbitrary, (3) follows from

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-T_{n^{s}}\left(Y_{0}\right)\right|^{2}\right\} \leq L^{*} \tag{5}
\end{equation*}
$$

Note that $\limsup _{n \rightarrow \infty} \frac{c_{n} \ln p_{(k, r, N)}}{n}=0$. With the stationarity of the data and Lemma 1 we conclude

$$
\limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-T_{n^{s}}\left(Y_{0}\right)\right|^{2}\right\}
$$

$$
\begin{aligned}
& =\limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|\hat{m}_{j}^{(i)}\left(X_{j+1}, \mathcal{D}_{1}^{j}\right)-T_{n^{s}}\left(Y_{j+1}\right)\right|^{2}\right\} \\
& \leq \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\operatorname { i n f } _ { ( k , r , N ) \in \mathcal { P } } \left(\frac{1}{n} \sum_{j=1}^{n}\left|T_{n^{s}}\left(Y_{j+1}\right)-\hat{m}_{j,(k, r, N)}^{(i)}\left(X_{j+1}, \mathcal{D}_{1}^{j}\right)\right|^{2}\right.\right. \\
& \left.\left.-\frac{c_{n} \ln \left(p_{(k, r, N)}\right)}{n}\right)\right\} \\
& \leq \inf _{(k, r, N) \in \mathcal{P}} \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|T_{n^{s}}\left(Y_{j+1}\right)-\hat{m}_{j,(k, r, N)}^{(i)}\left(X_{j+1}, \mathcal{D}_{1}^{j}\right)\right|^{2}\right\}
\end{aligned}
$$

Using the inequality

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} a_{j} \leq \limsup _{n \rightarrow \infty} a_{n}
$$

for $a_{n} \in \mathbb{R}$, the stationarity of the data and

$$
\left|T_{n^{s}}(z)-T_{n^{s}}(y)\right| \leq|z-y|
$$

we get

$$
\begin{aligned}
& \inf _{(k, r, N) \in \mathcal{P}} \limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} \mathbf{E}\left\{\left|T_{n^{s}}\left(Y_{j+1}\right)-\hat{m}_{j,(k, r, N)}^{(i)}\left(X_{j+1}, \mathcal{D}_{1}^{j}\right)\right|^{2}\right\} \\
& \leq \\
& \inf _{(k, r, N) \in \mathcal{P}} \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|T_{n^{s}}\left(Y_{n+1}\right)-\hat{m}_{n,(k, r, N)}^{(i)}\left(X_{n+1}, \mathcal{D}_{1}^{n}\right)\right|^{2}\right\} \\
& =\inf _{(k, r, N) \in \mathcal{P}} \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|T_{n^{s}}\left(Y_{0}\right)-\hat{m}_{n,(k, r, N)}^{(i)}\left(X_{0}, \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\} \\
& \leq \inf _{(k, r, N) \in \mathcal{P}} \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|Y_{0}-\tilde{m}_{n,(k, r, N)}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\} .
\end{aligned}
$$

Let $m_{k, r}^{(i)}$ be defined as in Lemma 7. Using

$$
\inf _{k, r, N}\left(a_{k, r}+b_{k, r, N}\right) \leq \lim _{t \rightarrow \infty} \inf _{k, r \geq t} a_{k, r}+\lim _{t \rightarrow \infty} \sup _{k, r \geq t} \limsup _{N \rightarrow \infty} b_{k, r, N}
$$

we can conclude from Lemma 7 Lemma 8 and inequality (4) that we have for arbitrary $\gamma>0$

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\frac{1}{n} \sum_{j=1}^{n}\left|\hat{m}_{j}^{(i)}\left(X_{0}, \mathcal{D}_{-j}^{-1}\right)-T_{n^{s}}\left(Y_{0}\right)\right|^{2}\right\} \\
& \leq \inf _{(k, r, N) \in \mathcal{P}} \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|Y_{0}-\tilde{m}_{n,(k, r, N)}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\} \\
& \leq(1+\gamma) \lim _{t \rightarrow \infty} \inf _{k, r \geq t} \mathbf{E}\left\{\left|Y_{0}-m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
& +\left(1+\frac{1}{\gamma}\right) \lim _{t \rightarrow \infty} \sup _{k, r \geq t} \limsup _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} \\
& \quad \mathbf{E}\left\{\left|m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\tilde{m}_{n,(k, r, N)}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\} \\
& \leq(1+\gamma) \mathbf{E}\left\{\left|Y_{0}-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\} .
\end{aligned}
$$

With $\gamma \rightarrow 0$ this implies (5). The proof is complete.

### 4.2 Proof of Lemma 6

Within the proof, we will need the notion of sup-norm covering numbers, which we introduce in the next definition.

Definition 1. Let $\varepsilon>0$ and let $\mathcal{G}$ be a set of functions $\mathbb{R}^{d} \rightarrow \mathbb{R}$. Every finite collection of functions $g_{1}, \ldots, g_{N}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with the property that for every $g \in \mathcal{G}$ there is a $j=j(g) \in\{1, \ldots, N\}$ such that

$$
\left\|g-g_{j}\right\|_{\infty}:=\sup _{z}\left|g(z)-g_{j}(z)\right|<\varepsilon
$$

is called an $\varepsilon$-cover of $\mathcal{G}$ with respect to $\|\cdot\|_{\infty}$. Let $\mathcal{N}\left(\varepsilon, \mathcal{G},\|\cdot\|_{\infty}\right)$ be the size of the smallest $\varepsilon$-cover of $\mathcal{G}$ w.r.t. $\|\cdot\|_{\infty}$, take $\mathcal{N}\left(\varepsilon, \mathcal{G},\|\cdot\|_{\infty}\right)=\infty$ if no finite $\varepsilon$-cover exists. Then $\mathcal{N}\left(\varepsilon, \mathcal{G},\|\cdot\|_{\infty}\right)$ is called the $\varepsilon$-covering number of $\mathcal{G}$ w.r.t. $\|\cdot\|_{\infty}$ and will be abbreviated to $\mathcal{N}_{\infty}(\varepsilon, \mathcal{G})$.

The proof will be divided into several steps. In the first step of the proof we show the existence of $f^{*}$ as defined in the lemma and that whenever $f_{1}, f_{2} \in \mathcal{F}$ satisfy

$$
\begin{align*}
\mathbf{E}\left\{\left|f_{1}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} & =\mathbf{E}\left\{\left|f_{2}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& =\min _{f \in \mathcal{F}} \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \tag{6}
\end{align*}
$$

then

$$
\begin{equation*}
\int\left|f_{1}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-f_{2}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)=0 \tag{7}
\end{equation*}
$$

Moreover, we prove that for arbitrary continuous $f:\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k} \rightarrow \mathbb{R}$

$$
\begin{equation*}
\int\left|f\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right| d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)=0 \tag{8}
\end{equation*}
$$

implies

$$
\begin{equation*}
\|f\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)}=0 . \tag{9}
\end{equation*}
$$

As for the existence of $f^{*}$ we observe that the minimization problem can be rewritten as follows:

$$
\inf _{f \in \mathcal{F}} \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}=\inf _{a_{1}, \ldots, a_{K} \in[-L, L]} g\left(a_{1}, \ldots, a_{K}\right)
$$

where

$$
g\left(a_{1}, \ldots, a_{K}\right)=\mathbf{E}\left\{\left|\sum_{j=1}^{K} a_{j} \cdot B_{j}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}
$$

It can be easily shown that $g$ is continuous, thus $f^{*}$ exists.
Now suppose that $f_{1}, f_{2} \in \mathcal{F}$ satisfy (6). The definition of $\mathcal{F}$ implies

$$
\frac{f_{1}+f_{2}}{2} \in \mathcal{F}
$$

Using $(a+b)^{2}=2 a^{2}+2 b^{2}-(a-b)^{2}(a, b \in \mathbb{R})$, we obtain

$$
\begin{aligned}
& \mathbf{E}\left\{\left|\frac{f_{1}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)+f_{2}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}{2}-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& =\mathbf{E}\left\{\left|\frac{f_{1}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)}{2}+\frac{f_{2}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)}{2}\right|^{2}\right\}
\end{aligned}
$$

$$
\begin{array}{rl}
=\frac{1}{2} \cdot \mathbf{E} & \left\{\left|f_{1}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}+\frac{1}{2} \cdot \mathbf{E}\left\{\left|f_{2}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& -\frac{1}{4} \cdot \mathbf{E}\left\{\left|f_{1}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-f_{2}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
=\min _{f \in \mathcal{F}} & \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& -\frac{1}{4} \mathbf{E}\left\{\left|f_{1}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-f_{2}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} .
\end{array}
$$

Because of the minimum property the last term vanishes and thus (7) holds.
In order to show the last result of the first step, let $f:\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k} \rightarrow \mathbb{R}$ be continuous and assume that $\left|f\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right| \geq \delta>0$ for some $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)$. Choose a ball $S$ around $x$ with radius greater than zero such that $|f|$ is greater than $\delta / 2$ on $S$. Then

$$
\int\left|f\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right| d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \geq \frac{\delta}{2} \cdot \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}(S)>0
$$

Thus (8) implies (9).
In the second step of the proof we show

$$
\begin{gathered}
\int\left|m_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-T_{N}\left(y_{0}\right)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{0}\right)}\left(x_{-k}^{0}, y_{-k}^{0}\right) \\
\rightarrow \min _{f \in \mathcal{F}} \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \quad \text { a.s. }
\end{gathered}
$$

Since $m_{n} \in \mathcal{F}$ for all $n$, it suffices to verify

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \int\left|m_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-T_{N}\left(y_{0}\right)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{0}\right)}\left(x_{-k}^{0}, y_{-k}^{0}\right) \\
& \leq \mathbf{E}\left\{\left|f^{*}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \quad \text { a.s. }
\end{aligned}
$$

But this follows from

$$
\begin{aligned}
& \int\left|m_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-T_{N}\left(y_{0}\right)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{0}\right)}\left(x_{-k}^{0}, y_{-k}^{0}\right) \\
& \begin{aligned}
& \leq \frac{1}{n-k} \sum_{i=-n+k}^{-1}\left|m_{n}\left(X_{i-k}^{i}, Y_{i-k}^{i-1}\right)-T_{N}\left(Y_{i}\right)\right|^{2} \\
&+\sup _{f \in \mathcal{F}} \mid \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& \left.\quad-\frac{1}{n-k} \sum_{i=-n+k}^{-1}\left|f\left(X_{i-k}^{i}, Y_{i-k}^{i-1}\right)-T_{N}\left(Y_{i}\right)\right|^{2} \right\rvert\, \\
& \leq \frac{1}{n-k} \sum_{i=-n+k}^{-1}\left|f^{*}\left(X_{i-k}^{i}, Y_{i-k}^{i-1}\right)-T_{N}\left(Y_{i}\right)\right|^{2} \\
&+\sup _{f \in \mathcal{F}} \mid \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}- \\
& \left.\frac{1}{n-k} \sum_{i=-n+k}^{-1}\left|f\left(X_{i-k}^{i}, Y_{i-k}^{i-1}\right)-T_{N}\left(Y_{i}\right)\right|^{2} \right\rvert\,
\end{aligned} \\
& \leq \mathbf{E}\left\{\left|f^{*}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& \quad+2 \cdot \sup _{f \in \mathcal{F}} \mid \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}
\end{aligned}
$$

$$
\left.-\frac{1}{n-k} \sum_{i=-n+k}^{-1}\left|f\left(X_{i-k}^{i}, Y_{i-k}^{i-1}\right)-T_{N}\left(Y_{i}\right)\right|^{2} \right\rvert\,
$$

where the second inequality is implied by the definition of $m_{n}$. By discretizing the coefficients $a_{j}$ accordingly, it is easy to see that $\mathcal{N}_{\infty}(\varepsilon, \mathcal{F})<\infty$ for arbitrary $\varepsilon>0$. By using the $\varepsilon$-cover $\mathcal{G}_{\varepsilon}$ and the boundedness of functions in $\mathcal{F}$, the convergence of the last term can be reduced to the convergence of

$$
\begin{aligned}
\sup _{g \in \mathcal{G}_{\varepsilon}} \mid & \mathbf{E}\left\{\left|g\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& \left.-\frac{1}{n-k} \sum_{i=-n+k}^{-1}\left|g\left(X_{i-k}^{i}, Y_{i-k}^{i-1}\right)-T_{N}\left(Y_{i}\right)\right|^{2} \right\rvert\, \rightarrow 0 \quad \text { a.s. }
\end{aligned}
$$

for arbitrary $\varepsilon>0$. As $\mathcal{G}_{\varepsilon}$ is finite, this in turn follows from the ergodic theorem.
In the third and last step of the proof we show that for $f_{n} \in \mathcal{F}$ with

$$
\begin{array}{r}
\int\left|f_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-T_{N}\left(y_{0}\right)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{0}\right)}\left(x_{-k}^{0}, y_{-k}^{0}\right) \\
\rightarrow \mathbf{E}\left\{\left|f^{*}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \quad(n \rightarrow \infty) \tag{10}
\end{array}
$$

we have

$$
\left\|f_{n}-f^{*}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)} \rightarrow 0 \quad(n \rightarrow \infty)
$$

Assume that the assertion is not true. Then we can find functions $f_{n} \in \mathcal{F}$ such that

$$
\begin{gathered}
\int\left|f_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-T_{N}\left(y_{0}\right)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{0}\right)}\left(x_{-k}^{0}, y_{-k}^{0}\right) \\
\rightarrow \mathbf{E}\left\{\left|f^{*}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}
\end{gathered}
$$

and

$$
\left\|f_{n}-f^{*}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)} \geq \delta \quad(n \in \mathbb{N})
$$

for some $\delta>0$. By applying the theorem of Bolzano-Weierstrass successively to the coefficients of these functions, we can construct a function $\bar{f} \in \mathcal{F}$ such that a subsequence of $\left(f_{n}\right)_{n \in \mathbb{N}}$ satisfies

$$
\begin{equation*}
\left\|f_{n_{k}}-\bar{f}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)} \rightarrow 0 \quad(n \rightarrow \infty) \tag{11}
\end{equation*}
$$

But this implies

$$
\begin{aligned}
& \left\|\bar{f}-f^{*}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)}+\left\|f_{n_{k}}-\bar{f}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)} \\
& \geq\left\|f_{n_{k}}-f^{*}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)} \geq \delta
\end{aligned}
$$

for arbitrary $k$ and thus by 11

$$
\begin{equation*}
\left\|\bar{f}-f^{*}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)} \geq \delta \tag{12}
\end{equation*}
$$

Let $\gamma>0$ be arbitrary. By inequality (4) we have

$$
\begin{aligned}
& \mathbf{E}\left\{\left|\bar{f}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& \leq(1+\gamma) \int\left|f_{n_{k}}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-T_{N}\left(y_{0}\right)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{0}\right)}\left(x_{-k}^{0}, y_{-k}^{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \quad+\left(1+\frac{1}{\gamma}\right) \int\left|f_{n_{k}}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-\bar{f}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right|^{2} \\
& \quad d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{0}\right)}\left(x_{-k}^{0}, y_{-k}^{0}\right) \\
& \leq(1+\gamma) \int\left|f_{n_{k}}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-T_{N}\left(y_{0}\right)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{0}\right)}\left(x_{-k}^{0}, y_{-k}^{0}\right) \\
& \quad+\left(1+\frac{1}{\gamma}\right)\left\|f_{n_{k}}-\bar{f}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}^{2} .\right.}
\end{aligned}
$$

Because of (10) and (11), this implies

$$
\mathbf{E}\left\{\left|\bar{f}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \leq(1+\gamma) \mathbf{E}\left\{\left|f^{*}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}
$$

for arbitrary $\gamma>0$ and thus, by definition of $f^{*}$,

$$
\mathbf{E}\left\{\left|\bar{f}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}=\mathbf{E}\left\{\left|f^{*}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}
$$

in contradiction to 12 and what we have shown in the first part of the proof. This completes step three. Combining the results of steps two and three, we see that Lemma 6 indeed holds.
Remark. If $\left|Y_{0}\right| \leq \beta$ almost surely for some $\beta>0$, we can drop the truncation operator throughout Lemma 6 by choosing $N$ accordingly.

### 4.3 Proof of Lemma 7

By Lemma 4 and Lemma 5, respectively, we get for $i \in\{1,2\}$

$$
\begin{equation*}
\lim _{r \rightarrow \infty} m_{k, r}^{(i)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)=\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}=x_{-k}^{0}, Y_{-k}^{-1}=y_{-k}^{-1}\right\} \tag{13}
\end{equation*}
$$

for $\mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{\mathbf{0}}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}$-almost all $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k} .13$ also holds for $i=3$, because $p_{r} \rightarrow$ $0 \quad(r \rightarrow \infty)$ implies $R_{k, r}^{\prime \prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \rightarrow 0(r \rightarrow \infty)$ for $\mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{\mathbf{o}}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}$-almost all $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in$ $\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}$ which allows to apply Lemma 4
Arguing as in the proof of Theorem 24.2 in Györfi et al. (2002), we get for $m_{k, r}^{(1)}$

$$
\begin{aligned}
m_{k, r}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1}\right) & \leq \sup _{r>0} \frac{\mathbf{E}\left\{Y_{0} \cdot K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}{\mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}} \\
& \leq \frac{c_{2}}{c_{1}} \sup _{h>0} \frac{\int_{S_{\left(x_{-k}^{0}, y_{-k}\right), h}}\left|m_{k}\left(u_{-k}^{0}, v_{-k}^{-1}\right)\right| d \mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{0}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}\left(u_{-k}^{0}, v_{-k}^{-1}\right)}{\mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{\mathbf{o}}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}\left(S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), h}\right)}
\end{aligned}
$$

and an analogous result (with $c_{1}=c_{2}=1$ ) for $m_{k, r}^{(3)}$. Obviously, we have in addition

$$
\begin{aligned}
& m_{k, r}^{(2)}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \\
& \leq \sup _{r>0} \frac{\int_{A_{k, r}\left(\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right)}\left|m_{k}\left(u_{-k}^{0}, v_{-k}^{-1}\right)\right| d \mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{\mathbf{o}}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}\left(u_{-k}^{0}, v_{-k}^{-1}\right)}{\mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{\mathbf{o}}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}\left(A_{k, r}\left(\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right)\right)}
\end{aligned}
$$

Using these relations, Lemma 2 and Lemma 3 respectively, and the dominated convergence theorem, we see that 13 implies for $i \in\{1,2,3\}$

$$
\lim _{t \rightarrow \infty} \inf _{k, r \geq t} \mathbf{E}\left\{\left|Y_{0}-m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}
$$

$$
\begin{aligned}
& \leq \limsup _{k \rightarrow \infty} \limsup _{r \rightarrow \infty} \mathbf{E}\left\{\left|Y_{0}-m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
& =\limsup _{k \rightarrow \infty} \mathbf{E}\left\{\left|Y_{0}-\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}\right|^{2}\right\}
\end{aligned}
$$

The sequence $\left(M_{k}\right)_{k \in \mathbb{N}}:=\left(\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}\right)_{k \in \mathbb{N}}$ is a martingale with the property $\sup _{k \in \mathbb{N}} \mathbf{E}\left\{M_{k}^{2}\right\} \leq$ $\mathbf{E}\left\{Y_{0}^{2}\right\}<\infty$. By Loève (1977), 32.4.A, we know that $M_{k}$ converges almost surely and in $L_{2}$ to a square integrable random variable and the limit is $\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}$. Now we can conclude

$$
\limsup _{k \rightarrow \infty} \mathbf{E}\left\{\left|Y_{0}-\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}\right|^{2}\right\}=\mathbf{E}\left\{\left|Y_{0}-m\left(X_{-\infty}^{0}, Y_{-\infty}^{-1}\right)\right|^{2}\right\}
$$

and the proof is complete for $i \in\{1,2,3\}$.
For $i=4$ set $L^{*}:=\mathbf{E}\left\{\left|Y_{0}-\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}\right|^{2}\right\}$. Straightforward calculation leads to

$$
\begin{aligned}
\mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\}=L^{*} & +\mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}-\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}\right|^{2}\right\} \\
& +\mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}-f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} .
\end{aligned}
$$

for arbitrary $f \in \mathcal{F}_{k, r}$. Thus by definition of $m_{k, r}^{(4)}$

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \inf _{k, r \geq t} \mathbf{E}\left\{\left|Y_{0}-m_{k, r}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
& =\lim _{t \rightarrow \infty} \inf _{k, r \geq t} \inf _{f \in \mathcal{F}_{k, r}} \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\} \\
& =L^{*}+\lim _{t \rightarrow \infty} \inf _{k, r \geq t}\left(\inf _{f \in \mathcal{F}_{k, r}} \mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}-f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}\right. \\
& \\
& \left.+\mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}-\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}\right|^{2}\right\}\right) \\
& \begin{aligned}
\leq L^{*} & +\limsup _{k \rightarrow \infty} \mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-\infty}^{0}, Y_{-\infty}^{-1}\right\}-\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}\right|^{2}\right\}
\end{aligned} \\
& \quad+\lim _{t \rightarrow \infty} \inf _{k, r \geq t} \inf _{f \in \mathcal{F}_{k, r}} \mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}-f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} .
\end{aligned}
$$

As seen before, the second term of the right-hand side above equals 0 . For the remaining term set $l_{k}=d \cdot(k+1)+k$, identify $\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}$ and $\mathbb{R}^{l_{k}}$ and put

$$
g_{k}(x, y)=\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}=x, Y_{-k}^{-1}=y\right\}
$$

Then, by the inequality of Jensen, $g_{k} \in L_{2}\left(\mathbb{R}^{l_{k}}, \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\right)$ and

$$
\mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}-f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}=\int_{\mathbb{R}^{l}{ }_{k}}\left|g_{k}(x, y)-f(x, y)\right|^{2} d \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}(x, y)
$$

This allows us to conclude from assumption (iii) that

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \inf _{k, r \geq t} \inf _{f \in \mathcal{F}_{k, r}} \mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}-f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
& \leq \liminf _{k \rightarrow \infty} \liminf _{r \rightarrow \infty} \inf _{f \in \mathcal{F}_{k, r}} \mathbf{E}\left\{\left|\mathbf{E}\left\{Y_{0} \mid X_{-k}^{0}, Y_{-k}^{-1}\right\}-f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}=0
\end{aligned}
$$

The proof is complete.

### 4.4 Proof of Lemma 8

There is no loss of generality in assuming $n \geq k+1$ throughout the proof. In order to bound

$$
\mathbf{E}\left\{\left|m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\tilde{m}_{n,(k, r, N)}^{(i)}\left(X_{-n}^{0}, Y_{-n}^{-1} ; \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\}
$$

we add an auxiliary quantity defined by

$$
m_{(k, r, N)}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1}\right):=\frac{\mathbf{E}\left\{T_{N}\left(Y_{0}\right) K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}{\mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}
$$

for $i=1$, by

$$
m_{(k, r, N)}^{(2)}\left(x_{-k}^{0}, y_{-k}^{-1}\right):=\frac{\mathbf{E}\left\{T_{N}\left(Y_{0}\right) \mathbf{1}_{\left.\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in A_{k, r}\left(\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right)\right\}\right\}}\right.}{\mathbf{E}\left\{\mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in A_{k, r}\left(\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right)\right\}}\right\}}
$$

for $i=2$, by

$$
m_{(k, r, N)}^{(3)}\left(x_{-k}^{0}, y_{-k}^{-1}\right):=\frac{1}{p_{r}} \mathbf{E}\left\{T_{N}\left(Y_{0}\right) \mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)}\right\}}\right\}
$$

with arbitrary $R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in\left[R_{k, r}^{\prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right), R_{k, r}^{\prime \prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right]$ for $i=3$ (for notation see Lemma 7) and by

$$
m_{(k, r, N)}^{(4)}:=\arg \min _{f \in \mathcal{F}_{k, r}} \mathbf{E}\left\{\left|f\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}
$$

for $i=4$.
With inequality (4) for $\delta=1$ we get

$$
\begin{align*}
& \limsup _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\tilde{m}_{n,(k, r, N)}^{(i)}\left(X_{-n}^{0}, Y_{-n}^{-1} ; \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\} \\
& \leq \\
& \quad 2 \limsup  \tag{14}\\
& \quad \mathbf{E}\left\{\left|m_{k, r}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-m_{(k, r, N)}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
& \quad+2 \limsup _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|m_{(k, r, N)}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\tilde{m}_{n,(k, r, N)}^{(i)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\} .
\end{align*}
$$

Considering the first summand of $(14)$, we have for arbitrary $k, N \in \mathbb{N}$

$$
\begin{aligned}
\left|m_{k, r}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-m_{(k, r, N)}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right| & \leq \frac{\mathbf{E}\left\{\left|Y_{0}-T_{N}\left(Y_{0}\right)\right| K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}{\mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}} \\
& \leq \frac{\mathbf{E}\left\{\left|Y_{0}\right| K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}{\mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}} .
\end{aligned}
$$

With the same argument as in the proof of Lemma 7 we have that this upper bound is square integrable.

Because of $K \geq c \cdot \mathbf{1}_{S_{0, R}}$ for suitable $c>0, R>0$, where $S_{0, R}$ is the ball in $\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}$ centered at 0 with radius R , we have

$$
\begin{equation*}
\mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\} \geq c \cdot \mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{\mathbf{0}}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}\left(S_{0, R \cdot h_{r}}+\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right)>0 \tag{15}
\end{equation*}
$$

$\mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{\mathbf{o}}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}$ - almost everywhere (cf., e.g., Györfi et al. (2002), pp. 499, 500). Thus we obtain by applying the dominated convergence theorem

$$
\lim _{N \rightarrow \infty} \frac{\mathbf{E}\left\{\left|Y_{0}-T_{N}\left(Y_{0}\right)\right| K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}{\mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\}}=0
$$

$\mathbf{P}_{\left(\mathbf{X}_{-k}^{0}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}$ - almost everywhere.
Another application of the dominated convergence theorem yields for the first summand of (14) in case $i=1$

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \mathbf{E}\left\{\left|m_{k, r}^{(1)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-m_{(k, r, N)}^{(1)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
& =\mathbf{E}\left\{\lim _{N \rightarrow \infty}\left|m_{k, r}^{(1)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-m_{(k, r, N)}^{(1)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}=0 .
\end{aligned}
$$

Similarly to the proof for $i=1$ we can conclude

$$
\limsup _{N \rightarrow \infty} \mathbf{E}\left\{\left|m_{k, r}^{(2)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-m_{(k, r, N)}^{(2)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}=0
$$

Further

$$
\begin{aligned}
& \left|m_{k, r}^{(3)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)-m_{(k, r, N)}^{(3)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right| \\
& \leq \frac{\mathbf{E}\left\{\left|Y_{0}-T_{N}\left(Y_{0}\right)\right| \mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)}\right\}}\right\}}{p_{r}}
\end{aligned}
$$

for all $\left(x_{-k}^{0}, y_{-k}^{-1}\right)$, thus by the dominated convergence theorem

$$
\lim _{N \rightarrow \infty} \mathbf{E}\left\{\left|m_{k, r}^{(3)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-m_{k, r, N}^{(3)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}=0
$$

By definition of $m_{k, r, N}^{(4)}, m_{k, r}^{(4)}$, respectively, it holds for arbitrary $\delta>0$ that

$$
\begin{aligned}
& \mathbf{E}\left\{\left|m_{k, r}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\} \\
& \leq \mathbf{E}\left\{\left|m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\} \\
& \leq(1+\delta) \cdot \mathbf{E}\left\{\left|m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}+\left(1+\frac{1}{\delta}\right) \cdot \mathbf{E}\left\{\left|Y_{0}-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& \leq(1+\delta) \cdot \mathbf{E}\left\{\left|m_{(k, r)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-T_{N}\left(Y_{0}\right)\right|^{2}\right\}+\left(1+\frac{1}{\delta}\right) \cdot \mathbf{E}\left\{\left|Y_{0}-T_{N}\left(Y_{0}\right)\right|^{2}\right\} \\
& \leq(1+\delta)^{2} \cdot \mathbf{E}\left\{\left|m_{(k, r)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\}+(2+\delta) \cdot\left(1+\frac{1}{\delta}\right) \cdot \mathbf{E}\left\{\left|Y_{0}-T_{N}\left(Y_{0}\right)\right|^{2}\right\}
\end{aligned}
$$

As $\delta>0$ was arbitrary, we obtain

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbf{E}\left\{\left|m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\}=\mathbf{E}\left\{\left|m_{(k, r)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\} \tag{16}
\end{equation*}
$$

As in the first step of the proof of Lemma 6 we have for arbitrary $N$

$$
\mathbf{E}\left\{\left|m_{(k, r)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\}
$$

$$
\begin{aligned}
& \leq \mathbf{E}\left\{\left|\frac{m_{(k, r)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)+m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}{2}-Y_{0}\right|^{2}\right\} \\
& =\frac{1}{2} \cdot \mathbf{E}\left\{\left|m_{(k, r)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\}+\frac{1}{2} \cdot \mathbf{E}\left\{\left|m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-Y_{0}\right|^{2}\right\} \\
& \\
& \\
& \quad-\frac{1}{4} \cdot \mathbf{E}\left\{\left|m_{(k, r)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} .
\end{aligned}
$$

Because of 16 this implies

$$
\limsup _{N \rightarrow \infty} \mathbf{E}\left\{\left|m_{(k, r)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}=0
$$

Considering the second summand of decomposition for $i=1$ we have by the ergodic theorem:

$$
\begin{align*}
\frac{1}{n-k} & \sum_{i=-n+k-1}^{-2} T_{N}\left(Y_{i+1}\right) K\left(\frac{\left(X_{i-k+1}^{i+1}, Y_{i-k+1}^{i}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right) \\
& \rightarrow \mathbf{E}\left\{T_{N}\left(Y_{0}\right) K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\} \text { a.s. } \tag{17}
\end{align*}
$$

and

$$
\begin{align*}
\frac{1}{n-k} \sum_{i=-n+k-1}^{-2} K\left(\frac{\left(X_{i-k}^{i+1}, Y_{i-k}^{i}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right) \\
\rightarrow \mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\} \quad \text { a.s. } \tag{18}
\end{align*}
$$

Because of the continuity of the kernel function $K$ and $K(v) \rightarrow 0(\|v\| \rightarrow \infty)$ we can use an ergodic theorem applied to random variables with values in the separable Banach space of continuous functions vanishing at infinity with supremum norm and get that the almost sure convergence above is uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right)$ (cf., e.g., Krengel (1985), Chapter 4, Theorem 2.1).

Let $\epsilon>0$ be arbitrary and define

$$
S_{\epsilon}:=\left\{\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k}: \mathbf{E}\left\{K\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{h_{r}}\right)\right\} \geq \epsilon\right\}
$$

$>$ From (15) we know

$$
\mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{\mathbf{0}}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}\left(S_{\epsilon}\right) \rightarrow 1 \quad(\epsilon \rightarrow 0)
$$

In addition we can conclude

$$
\sup _{\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in\left(\mathbb{R}^{d}\right)^{k+1} \times \mathbb{R}^{k},\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{\epsilon}}\left|\tilde{m}_{n,(k, r, N)}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)-m_{(k, r, N)}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right| \rightarrow 0 \quad \text { a.s. }
$$

By the boundedness of $m_{(k, r, N)}^{(1)}(\cdot)$ and $\tilde{m}_{n,(k, r, N)}^{(1)}(\cdot)$ by $N$ and the dominated convergence theorem we get for arbitrary $k, r, N \in \mathbb{N}$ and $\epsilon>0$

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|m_{(k, r, N)}^{(1)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\tilde{m}_{n,(k, r, N)}^{(1)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\} \\
& \leq \limsup _{\epsilon \rightarrow 0} \limsup _{n \rightarrow \infty}\left(4 N^{2} \cdot \mathbf{E}\left\{\mathbf{1}_{S_{\epsilon}^{c}}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right\}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \quad+\mathbf{E}\left\{\sup _{\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in \mathbb{R}^{d(k+1)+k}:\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{\epsilon}} \mid \tilde{m}_{n,(k, r, N)}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)-\right. \\
& \\
& \left.\left.\leq\left. m_{(k, r, N)}^{(1)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right|^{2}\right\}\right) \\
& \leq \limsup _{\epsilon \rightarrow 0} 4 N^{2} \mathbf{P}_{\left(\mathbf{X}_{-\mathbf{k}}^{0}, \mathbf{Y}_{-\mathbf{k}}^{-1}\right)}\left(S_{\epsilon}^{c}\right)=0 .
\end{aligned}
$$

Next we consider the second term for $i=2$ for fixed $k, r \in \mathbb{N}$. By the ergodic theorem we have

$$
\begin{aligned}
\frac{1}{n-k} \sum_{i=-n+k-1}^{-2} & T_{N}\left(Y_{i+1}\right) \mathbf{1}_{\left\{\left(X_{i-k+1}^{i+1}, Y_{i-k+1}^{i}\right) \in A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}} \\
& \rightarrow \mathbf{E}\left\{T_{N}\left(Y_{0}\right) \mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\} \quad \text { a.s. } \quad(n \rightarrow \infty)
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{n-k} \sum_{i=-n+k-1}^{-2} & \mathbf{1}_{\left\{\left(X_{i-k+1}^{i+1}, Y_{i-k+1}^{i}\right) \in A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}} \\
\rightarrow & \mathbf{E}\left\{\mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\} \quad \text { a.s. } \quad(n \rightarrow \infty)
\end{aligned}
$$

With the third assumption of Theorem 1 b ) we get that for $k, r$ fixed the almost sure convergence above is uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right)$ on any compact set (since for any compact set $C$ we have that $\left|\left\{A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right),\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in C\right\}\right|$ is finite $)$. Let $L>0$ and $\epsilon>0$ be arbitrary and set

$$
S_{L, r, \epsilon}:=\left\{\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in[-L, L]^{d \cdot(k+1)+k}: \mathbf{E}\left\{\mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\} \geq \epsilon\right\}
$$

Because $S_{L, r, \epsilon_{1}} \subseteq S_{L, r, \epsilon_{2}}$ for $\epsilon_{1} \geq \epsilon_{2}$ it holds $S_{L, r, \epsilon_{1}}^{c} \supseteq S_{L, r, \epsilon_{2}}^{c}$ and

$$
\begin{aligned}
& \bigcap_{\epsilon>0} S_{L, r, \epsilon}^{c} \cap[-L, L]^{d \cdot(k+1)+k} \\
& =\left\{\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in[-L, L]^{d \cdot(k+1)+k}: \mathbf{E}\left\{\mathbf{1}_{\left\{\left(X_{-k}^{0}, Y_{-k}^{-1}\right) \in A_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\}=0\right\}
\end{aligned}
$$

By assumption (iii) we know that $\bigcap_{\epsilon>0} S_{L, r, \epsilon}^{c} \cap[-L, L]^{d \cdot(k+1)+k}$ is contained in the union of finitely many sets from $\mathcal{P}_{k, r}$ with $\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}^{- \text {measure zero. As a consequence we have }}$

$$
\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(S_{L, r, \epsilon}^{c} \cap[-L, L]^{d \cdot(k+1)+k}\right) \rightarrow 0 \quad(\epsilon \rightarrow 0)
$$

$>$ From the relations above we can conclude in addition

$$
\sup _{\substack{\left(x_{-n}^{0}, y_{-n}^{0}\right) \in \mathbb{R}^{d(n+1) \times \mathbb{R}^{n}:} \\\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{L, r, \epsilon}}}\left|\tilde{m}_{n,(k, r, N)}^{(2)}\left(x_{-n}^{0}, y_{-n}^{-1} ; \mathcal{D}_{-n}^{-1}\right)-m_{(k, r, N)}^{(2)}\left(x_{-n}^{0}, y_{-n}^{-1}\right)\right| \rightarrow 0 \quad \text { a.s. }
$$

With the boundedness of $m_{(k, r, N)}^{(2)}(\cdot)$ and $\tilde{m}_{n,(k, r, N)}^{(2)}(\cdot)$ by $N$ and the dominated convergence theorem we get for arbitrary $k, r, N \in \mathbb{N}$,

$$
\limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|m_{(k, r, N)}^{(2)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\tilde{m}_{n,(k, r, N)}^{(2)}\left(X_{-n}^{0}, Y_{-n}^{-1} ; X_{0}, \mathcal{D}_{-n}^{-1}\right)\right|^{2}\right\}
$$

$$
\begin{aligned}
& \leq \limsup _{L \rightarrow \infty} \limsup _{\epsilon \rightarrow 0} \limsup _{n \rightarrow \infty}\left(4 N^{2} \cdot \mathbf{E}\left\{\mathbf{1}_{S_{L, r, \epsilon}^{c} \cap[-L, L]^{d \cdot(k+1)+k}}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right\}\right. \\
& +4 N^{2} \cdot \mathbf{E}\left\{\mathbf{1}_{\left.\left([-L, L]^{d \cdot(k+1)+k}\right)^{c}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right\}}\right. \\
& \left.+\mathbf{E}\left\{\sup _{\substack{\left(x_{-n}^{0}, y_{-n}^{-1}\right) \in \mathbb{R}^{d(n+1) \times \mathbb{R}^{n}:} \\
\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{L, r, \epsilon}}}\left|\tilde{m}_{n,(k, r, N)}^{(2)}\left(x_{-n}^{0}, y_{-n}^{-1} ; \mathcal{D}_{-n}^{-1}\right)-m_{(k, r, N)}^{(2)}\left(x_{-n}^{0}, y_{-n}^{-1}\right)\right|^{2}\right\}\right) \\
& =0 \text {. }
\end{aligned}
$$

Now we consider the second term of decomposition (14) for $i=3$. We shall use arguments of Györfi, Udina and Walk (2008). It suffices to show

$$
\begin{equation*}
\mathbf{E}\left\{\left|\tilde{m}_{n,(k, r, N)}^{(3)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{n}\right)-m_{(k, r, N)}^{(3)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \rightarrow 0 \quad(n \rightarrow \infty) \tag{19}
\end{equation*}
$$

for each $N>0$. For $\epsilon>0$ arbitrary and $R^{*}=R^{*}(\epsilon)>0$ sufficiently large the left-hand side above is bounded from above by

$$
\mathbf{E}\left\{\left|\tilde{m}_{n,(k, r, N)}^{(3)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{n}\right)-m_{(k, r, N)}^{(3)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2} \cdot 1_{S_{0, R^{*}}}\left(\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right)\right\}+\epsilon,
$$

and thus because of boundedness and the dominated convergence theorem it suffices to show

$$
\left|\tilde{m}_{n,(k, r, N)}^{(3)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{n}\right)-m_{(k, r, N)}^{(3)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2} \cdot 1_{S_{0, R^{*}}}\left(\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right) \rightarrow 0 \quad \text { a.s. }
$$

for each $R^{*}>0$. The latter is obtained if for each $R^{*}>0$ one can show

$$
\begin{equation*}
\tilde{m}_{n,(k, r, N)}^{(3)}\left(x_{-k}^{0}, y_{-k}^{-1} ; \mathcal{D}_{n}\right) \rightarrow m_{(k, r, N)}^{(3)}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \quad \text { a.s. } \tag{20}
\end{equation*}
$$

uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$.
As an auxiliary result we state a.s.

$$
\begin{align*}
& \frac{1}{n-k} \sum_{i=1}^{n-k} \mathbf{1}_{S_{0,1}}\left(\frac{\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{R}\right) \\
& \rightarrow \mathbf{E}\left\{\mathbf{1}_{S_{0,1}}\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{R}\right)\right\}=\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R}\right) \tag{21}
\end{align*}
$$

uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$ and $R \in(0, \infty)$.
First we show (21) for $R \in\left[R_{1}, R_{2}\right]$ with arbitrary $R_{2}>R_{1}>0$. Let $K_{1, \epsilon}, K_{2, \epsilon}\left(0<\epsilon<\frac{1}{2}\right)$ be continuous kernel functions satisfying $\mathbf{1}_{S_{0,1-\epsilon}} \leq K_{1, \epsilon} \leq \mathbf{1}_{S_{0,1}}, \mathbf{1}_{S_{0,1}} \leq K_{2, \epsilon} \leq \mathbf{1}_{S_{0,1+\epsilon}}$. Let $\mathbb{R}^{(k+1) \cdot d+k}$ be endowed with the Euclidean norm $\|\cdot\|$ and $R=\mathbb{R}^{(k+1) \cdot d+k} \times\left[R_{1}, R_{2}\right]$ be endowed with the Euclidean metric. Further let $C^{*}(R)$ be the separable Banach space of continuous realvalued functions $g$ on $R$ satisfying $g(x, y) \rightarrow 0(\|x\| \rightarrow \infty)$ uniformly with respect to $y \in\left[R_{1}, R_{2}\right]$, endowed with the maximum norm and the corresponding Borel $\sigma$-algebra. Then as in the context of 17 ) and 18 , by the ergodic theorem in Krengel (1985), Chapter 4, Theorem 2.1, one obtains for $l \in\{1,2\}$

$$
\begin{aligned}
& \frac{1}{n-k} \sum_{i=1}^{n-k} K_{l, \epsilon}\left(\frac{\left(X_{-i-k}^{-i}, Y_{-i-k}^{i-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{R}\right) \\
& \rightarrow \mathbf{E}\left\{K_{l, \epsilon}\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{R}\right)\right\} \text { a.s. }
\end{aligned}
$$

uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in \mathbb{R}^{(k+1) \cdot d+k}$, especially $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$, and $R_{1} \leq R \leq$ $R_{2}$.

But

$$
\mathbf{E}\left\{K_{l, \epsilon}\left(\frac{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)}{R}\right)\right\} \rightarrow \mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R}\right) \quad(\epsilon \rightarrow 0)
$$

uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$ and $R_{1} \leq R \leq R_{2}$ by the bounds of $K$ and assumption ( $A 1$ ). This yields (21) for $R \in\left[R_{1}, R_{2}\right]$.

Next we show that it suffices to show (21) for $R \in\left[R_{1}, \infty\right)$ with arbitrary $R_{1}>0$. For, in this situation, choosing an arbitrary $\epsilon>0$, because of $(A 1)$ an $R^{\prime}>0$ exists such that

$$
\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R}\right) \leq \epsilon \quad \text { for all }\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}} \text { and all } R \in\left(0, R^{\prime}\right]
$$

Further the left-hand side of (21) is majorized by the left-hand side of 21 for $R=R^{\prime}$ which a.s. converges to

$$
\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R^{\prime}}\right) \leq \epsilon
$$

uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$. Thus a.s. for $n$ sufficiently large the left-hand side of 21 and the right-hand side of 21 differ at most by $2 \cdot \epsilon$ for $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$. Similarly, by a minorization argument, it even suffices to show 21 for $R \in\left[R_{1}, R_{2}\right]$ with arbitrary fixed $R_{2}<\infty$, which completes the proof of 21).

Set

$$
\begin{aligned}
& Z_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)=\|\left(\text { the }\left\lfloor p_{r} n\right\rfloor \text {-th NN of }\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right. \text { among } \\
&\left.\left(X_{-n}^{-n+k}, Y_{-n}^{-n+k-1}\right), \ldots,\left(X_{-k-1}^{-1}, Y_{-k-1}^{-2}\right)\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right) \| .
\end{aligned}
$$

We notice

$$
\left\{Z_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)>R\right\}=\left\{\frac{1}{n-k} \sum_{i=1}^{n-k} \mathbf{1}_{\left\{\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right) \in S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R}\right\}}<\frac{\left\lfloor p_{r} n\right\rfloor}{n-k}\right\}
$$

$0<R<\infty$, and $\frac{\left\lfloor p_{r} n\right\rfloor}{n} \rightarrow p_{r}$. Let $0<\epsilon<\min \left\{p_{r}, 1-p_{r}\right\}$. Choose $R_{k, r}^{-\epsilon}\left(x_{-k}^{0}, y_{-k}^{-1}\right)$ as the largest $R$ satisfying $\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R}\right)=p_{r}-\epsilon$ and $R_{k, r}^{\epsilon}\left(x_{-k}^{0}, y_{-k}^{-1}\right)$ as the smallest $R$ satisfying $\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}\left(S_{\left(x_{-k}^{0}, y_{-k}^{-1}\right), R}\right)=p_{r}+\epsilon$. Then by 21 a random index $N_{\epsilon}$ independent of $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in$ $S_{0, R^{*}}$ exists such that almost surely for all $n \geq N_{\epsilon}$ the above event appears if $R \leq R_{k, r}^{-\epsilon}\left(x_{-k}^{0}, y_{-k}^{-1}\right)$ and does not appear if $R \geq R_{k, r}^{\epsilon}\left(x_{-k}^{0}, y_{-k}^{-1}\right)$. Because of $(A 1)$ we have

$$
R_{k, r}^{-\epsilon}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \uparrow R_{k, r}^{\prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \quad \text { and } \quad R_{k, r}^{\epsilon}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \downarrow R_{k, r}^{\prime \prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right)
$$

uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$ for $\epsilon \rightarrow 0$. Therefore the distance between $Z_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)$ and the interval

$$
\left[R_{k, l}^{\prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right), R_{k, l}^{\prime \prime}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right]
$$

converges to zero uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right)$. We notice that $\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right)$ is among the $\left\lfloor p_{r} n\right\rfloor$ NNs of $\left(x_{-k}^{0}, y_{-k}^{-1}\right)$ in $\left(X_{-n}^{-n+k}, Y_{-n}^{-n+k-1}\right), \ldots,\left(X_{-k+1}^{-1}, Y_{-k+1}^{-2}\right)$ if and only if

$$
\left\|\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq Z_{n}\left(x_{-k}^{0}, y_{-k}^{-1}\right)
$$

Then a.s. for $n \geq N_{\epsilon}$ we have the implications

$$
\begin{aligned}
& \left\|\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, l}^{(-\epsilon)}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \\
& \quad \Rightarrow\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right) \text { is among the }\left\lfloor p_{r} n\right\rfloor \text { NNs of }\left(x_{-k}^{0}, y_{-k}^{-1}\right) \text { in }
\end{aligned}
$$

$$
\begin{gathered}
\left(X_{-n}^{-n+k}, Y_{-n}^{-n+k-1}\right), \ldots,\left(X_{-k-1}^{-1}, Y_{-k-1}^{-2}\right) \\
\Rightarrow\left\|\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, l}^{(\epsilon)}\left(x_{-k}^{0}, y_{-k}^{-1}\right) .
\end{gathered}
$$

We introduce the sets

$$
\begin{aligned}
& \bar{J}_{n,\left(x_{-k}^{0}, y_{-k}^{-1}\right)}^{(k, r)} \\
& =\left\{i:-n+k \leq i \leq-1,\left\|\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, r}^{(-\epsilon)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \tilde{J}_{n,\left(x_{-k}^{0}, y_{-k}^{-1}\right)}^{(k, r)} \\
& =\left\{i:-n+k \leq i \leq-1,\left\|\left(X_{-i-k}^{-i}, Y_{-i-k}^{-i-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, r}^{(\epsilon)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\} .
\end{aligned}
$$

Without loss of generality assume $Y_{i} \geq 0$. The auxiliary result (21) also holds if in the left-hand side and in the right-hand side the uniformly bounded random variables $T_{N}\left(Y_{i}\right)$ and $T_{N}\left(Y_{0}\right)$, respectively, are inserted as factors. By $\sqrt{21}$ in both versions, we obtain a.s.

$$
\begin{equation*}
\frac{\frac{1}{n-k} \sum_{i \in \bar{J}_{n,\left(x_{-k}^{(k, y-k}\right)}^{(k, r)}} T_{N}\left(Y_{i}\right)}{\frac{1}{n-k}\left|\tilde{J}_{n,\left(x_{-k}^{0}, y_{-k}^{-1}\right)}^{(k, r)}\right|} \rightarrow \frac{\mathbf{E}\left\{T_{N}\left(Y_{0}\right) \mathbf{1}_{\left\{\left\|\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, r}^{(-\epsilon)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\}}{\mathbf{P}\left\{\left\|\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, r}^{(\epsilon)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\frac{1}{n-k} \sum_{i \in \tilde{J}_{n,\left(x_{-k}^{0}, y_{-k}^{-1}\right)}^{(k, r)}} T_{N}\left(Y_{i}\right)}{\left.\frac{1}{n-k} \right\rvert\, \bar{J}_{n,\left(x_{-k}^{0}, y_{-k}^{-1}\right)}^{(k, r)}} \rightarrow \frac{\mathbf{E}\left\{T_{N}\left(Y_{0}\right) \mathbf{1}_{\left\{\left\|\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, r}^{(\epsilon)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\}}{\mathbf{P}\left\{\left\|\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, r}^{(-\epsilon)}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}} \tag{23}
\end{equation*}
$$

uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right) \in S_{0, R^{*}}$. For $\epsilon \rightarrow 0$ the right-hand sides of 22 and converge to

$$
\begin{equation*}
\frac{\mathbf{E}\left\{T_{N}\left(Y_{0}\right) \mathbf{1}_{\left\{\left\|\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}\right\}}{\mathbf{P}\left\{\left\|\left(X_{-k}^{0}, Y_{-k}^{-1}\right)-\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\| \leq R_{k, r}\left(x_{-k}^{0}, y_{-k}^{-1}\right)\right\}}=m_{(k, r, N)}^{(3)}\left(x_{-k}^{0}, y_{-k}^{-1}\right) \tag{24}
\end{equation*}
$$

uniformly with respect to $\left(x_{-k}^{0}, y_{-k}^{-1}\right)$, because the denominators in the right-hand sides of 22 ) and (23) and in the left-hand side of 24 ) are $p_{r}+\epsilon, p_{r}-\epsilon$ and $p_{r}$, respectively, and because the corresponding numerators in (22) and (23) differ from the numerator in (24) at most by $N \cdot \epsilon$. Since $\tilde{m}_{n,(k, r, N)}^{(3)}\left(x_{-k}^{0}, y_{-k}^{-1} ; \mathcal{D}_{n}\right)$ is included between the left-hand sides from $\sqrt{22}$ and $\left.\sqrt[23)\right]{ }$ we can conclude from 22 and 23 that 20 and thus also 19 holds.

For $i=4$, denote by $A$ the support of $\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}$. As $n \geq k+1$, by definition

$$
\begin{aligned}
& \mathbf{E}\left\{\left|\tilde{m}_{n,(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)-m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
& =\mathbf{E}\left\{\left|\bar{m}_{n,(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)-m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\} \\
& =\mathbf{E}\left\{\left|\bar{m}_{n,(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)-m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2} 1_{A}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right\}
\end{aligned}
$$

$$
\leq \mathbf{E}\left\{\left\|\bar{m}_{n,(k, r, N)}^{(4)}-m_{(k, r, N)}^{(4)}\right\|_{\infty, \operatorname{supp}\left(\mathbf{P}_{\left(X_{-k}^{0}, Y_{-k}^{-1}\right)}^{2}\right)}\right\}
$$

By definition of $\bar{m}_{n,(k, r, N)}^{(4)}$ we can apply Lemma 6 (where $f^{*}=m_{(k, r, N)}^{(4)}$ ). Moreover, the boundedness of functions in $\mathcal{F}_{k, r}$ allows us to apply Lebesgues dominated convergence theorem which yields

$$
\limsup _{n \rightarrow \infty} \mathbf{E}\left\{\left|\tilde{m}_{n,(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1} ; \mathcal{D}_{-n}^{-1}\right)-m_{(k, r, N)}^{(4)}\left(X_{-k}^{0}, Y_{-k}^{-1}\right)\right|^{2}\right\}=0
$$

The proof is complete.
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