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#### Abstract

A binary classification problem is considered, where the posteriori probability is estimated by the nonparametric kernel regression estimate with naive kernel. The excess error probability of the corresponding plug-in decision classification rule according to the error probability of the Bayes decision is studied such that the excess error probability is decomposed into approximation and estimation error. A general formula is derived for the approximation error. Under a weak margin condition and various smoothness conditions, tight upper bounds are presented on the approximation error. By a Berry-Esseen type central limit theorem a general expression for the estimation error is shown.
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## 1 Introduction

We consider a binary classification problem. Using a kernel estimator for the posteriori probability, the asymptotics of the error probability is examined of the corresponding plug-in classification rule. In this paper lower and upper bounds are presented on the rate of convergence of the classification error probability.

[^0]Let the feature vector $X$ take values in $\mathbb{R}^{d}$ such that its distribution is denoted by $\mu$ and let the label $Y$ be binary valued. If $g$ is an arbitrary decision function, then its error probability is denoted by

$$
L(g)=\mathbb{P}\{g(X) \neq Y\}
$$

The Bayes decision $g^{*}$ minimizes the error probability. It follows that

$$
g^{*}(x)=\left\{\begin{array}{l}
1 \text { if } \eta(x)>1 / 2 \\
0 \text { otherwise }
\end{array}\right.
$$

where the posteriori probability $\eta$ is given by

$$
\eta(x)=\mathbb{P}\{Y=1 \mid X=x\}
$$

Let the corresponding error probability be

$$
L^{*}=\mathbb{P}\left\{g^{*}(X) \neq Y\right\}
$$

Put

$$
D(x)=2 \eta(x)-1
$$

then the Bayes decision has the following equivalent form:

$$
g^{*}(x)=\left\{\begin{array}{l}
1 \text { if } D(x)>0 \\
0 \text { otherwise }
\end{array}\right.
$$

In the standard model of pattern recognition, we are given training labeled samples, which are independent and identically copies of $(X, Y):\left(X_{1}, Y_{1}\right), \ldots$, $\left(X_{n}, Y_{n}\right)$. Based on these labeled samples, one can estimate the regression function $D$ by $D_{n}$, and the corresponding plug-in classification rule $g_{n}$ derived from $D_{n}$ is defined by

$$
g_{n}(x)=\left\{\begin{array}{l}
1 \text { if } D_{n}(x)>0 \\
0 \text { otherwise }
\end{array}\right.
$$

In the following our focus lies on the rate of convergence of the excess error probability $\mathbb{E}\left\{L\left(g_{n}\right)\right\}-L^{*}$. In Section 2 margin conditions are discussed, which measure how fast the regression function $D$ crosses the decision boundary. A nonparametric kernel regression estimate of $D$ is introduced and a decomposition of the excess error probability into approximation and estimation error is considered in Section 3. Tight upper bounds on the approximation error are shown in Section 4 depending on margin and smoothness conditions on $D$. By a Berry-Esseen type central limit theorem a general expression for the estimation error is derived in Section 5. Finally, some conclusions are given.

## 2 Margin conditions

Given the plug-in classification rule $g_{n}$ derived from $D_{n}$ it follows

$$
\mathbb{E}\left\{L\left(g_{n}\right)\right\}-L^{*} \leq \mathbb{E}\left\{\left|D(X)-D_{n}(X)\right|\right\}
$$

(cf. Theorem 2.2 in Devroye, Györfi, Lugosi [3]). Therefore we may get an upper bound on the rate of convergence of the excess error probability $\mathbb{E}\left\{L\left(g_{n}\right)\right\}-L^{*}$ via the $L_{1}$ rate of convergence of the corresponding regression estimation.

However, according to Section 6.7 in Devroye, Györfi, Lugosi [3], the classification is easier than $L_{1}$ regression function estimation, since the rate of convergence of the error probability depends on the behavior of the function $D$ in the neighborhood of the decision boundary

$$
\begin{equation*}
B_{0}=\{x ; D(x)=0\} . \tag{1}
\end{equation*}
$$

This phenomenon has been discovered by Mammen and Tsybakov [10], Tsybakov [13], who formulated the (strong) margin condition:

- The strong margin condition. Assume that for all $0<t \leq 1$,

$$
\begin{equation*}
\mathbb{P}\{|D(X)| \leq t\} \leq c t^{\alpha}, \tag{2}
\end{equation*}
$$

where $\alpha>0$ and $c>0$.
Kohler and Krzyżak [7] introduced the weak margin condition:

- The weak margin condition. Assume that for all $0<t \leq 1$,

$$
\begin{equation*}
\mathbb{E}\left\{\mathbb{I}_{\{|D(X)| \leq t\}}|D(X)|\right\} \leq c t^{1+\alpha} \tag{3}
\end{equation*}
$$

where $\mathbb{I}$ denotes the indicator function.
Obviously, the strong margin condition implies the weak margin condition:

$$
\mathbb{E}\left\{\mathbb{I}_{\{|D(X)| \leq t\}}|D(X)|\right\} \leq \mathbb{E}\left\{\mathbb{I}_{\{|D(X)| \leq t\}} t\right\}=t \mathbb{P}\{|D(X)| \leq t\} \leq c t \cdot t^{\alpha}
$$

The difference between the strong and weak margin condition is that, for the strong margin condition, the event

$$
\{D(X)=0\}
$$

counts. One can weaken the strong margin condition (2) such that we require

$$
\begin{equation*}
\mathbb{P}\{0<|D(X)| \leq t\} \leq c t^{\alpha} \tag{4}
\end{equation*}
$$

Obviously, (4) implies (3). Under some mild conditions we have that $\alpha=1$. (Cf. Lemma 2.) The margin conditions measure how fast the probability of a $t$-neighborhood of the decision boundary increases with $t$. A large value of $\alpha$ corresponds to a small probability of the neighborhood of the decision boundary, which means that the probability for events far away of the decision boundary is high. Therefore, a classifier can make the right decision more easily, hence one can expect smaller errors for larger values of $\alpha$.

Recently, Audibert and Tsybakov [1] proved that if the plug-in classifier $g$ has been derived from the regression estimate $\tilde{D}$ and if $D$ satisfies the strong margin condition, then

$$
\begin{equation*}
L(g)-L^{*} \leq\left(\int(\tilde{D}(x)-D(x))^{2} \mu(d x)\right)^{\frac{1+\alpha}{2+\alpha}} \tag{5}
\end{equation*}
$$

It is easy to see that (5) holds even under weak margin condition: we have that

$$
\begin{equation*}
L(g)-L^{*}=\mathbb{E}\left\{\mathbb{I}_{\left\{g(X) \neq g^{*}(X)\right\}}|D(X)|\right\} \tag{6}
\end{equation*}
$$

(cf. Theorem 2.2 in Devroye, Györfi, Lugosi [3]). Let $\operatorname{sign}(x)=1$ for $x>0$ and $\operatorname{sign}(x)=-1$ for $x \leq 0$. For fixed $t_{n}>0$,

$$
\begin{aligned}
L(g)-L^{*}= & \mathbb{E}\left\{\mathbb{I}_{\left\{\operatorname{sign} \tilde{D}(X) \neq \operatorname{sign} D(X),|D(X)| \leq t_{n}\right\}}|D(X)|\right\} \\
& +\mathbb{E}\left\{\mathbb{I}_{\left\{\operatorname{sign} \tilde{D}(X) \neq \operatorname{sign} D(X),|D(X)|>t_{n}\right\}}|D(X)|\right\} \\
\leq & \mathbb{E}\left\{\mathbb{I}_{\left\{|D(X)| \leq t_{n}\right\}}|D(X)|\right\} \\
& +\mathbb{E}\left\{\mathbb{I}_{\left\{\operatorname{sign} \tilde{D}(X) \neq \operatorname{sign} D(X),|\tilde{D}(X)-D(X)|>t_{n}\right\}}|\tilde{D}(X)-D(X)|\right\},
\end{aligned}
$$

therefore the weak margin condition implies that

$$
\begin{aligned}
L(g)-L^{*} & \leq c t_{n}^{1+\alpha}+t_{n} \mathbb{E}\left\{\mathbb{I}_{\left\{|\tilde{D}(X)-D(X)|>t_{n}\right\}} \frac{|\tilde{D}(X)-D(X)|}{t_{n}}\right\} \\
& \leq c t_{n}^{1+\alpha}+t_{n} \mathbb{E}\left\{\frac{|\tilde{D}(X)-D(X)|^{2}}{t_{n}^{2}}\right\}
\end{aligned}
$$

For the choice

$$
t_{n}=\left(\mathbb{E}\left\{|\tilde{D}(X)-D(X)|^{2}\right\}\right)^{\frac{1}{2+\alpha}}
$$

we get (5).
For bounding the error probability, assume, for example, that $D$ satisfies the Lipschitz condition: for any $x, z \in \mathbb{R}^{d}$

$$
|D(x)-D(z)| \leq C\|x-z\| .
$$

If $D$ is Lipschitz continuous and $X$ is bounded then there are regression estimates such that

$$
\int\left(D_{n}(x)-D(x)\right)^{2} \mu(d x) \leq c_{1}^{2} n^{-\frac{2}{d+2}}
$$

therefore (5) means that

$$
L(g)-L^{*} \leq\left(c_{1}^{2} n^{-\frac{2}{d+2}}\right)^{\frac{1+\alpha}{2+\alpha}}=\left(c_{1}^{1+\alpha} n^{-\frac{1+\alpha}{d+2}}\right)^{\frac{2}{2+\alpha}}
$$

Kohler and Krzyżak [7] proved that for the standard plug-in classification rules (partitioning, kernel, nearest neighbor) and for weak margin condition we get that the order of the upper bound can be smaller:

$$
n^{-\frac{1+\alpha}{d+2}} .
$$

The main aim of this paper is to show tight upper bounds on the excess error probability $\mathbb{E}\left\{L\left(g_{n}\right)\right\}-L^{*}$ of the kernel classification rule $g_{n}$.

## 3 Kernel classification

We fix $x \in \mathbb{R}^{d}$, and, for an $h>0$, let the (naive) kernel estimate of $D(x)$ be

$$
D_{n, h}(x)=\frac{1}{n} \sum_{i=1}^{n}\left(2 Y_{i}-1\right) \mathbb{I}_{\left\{X_{i} \in S_{x, h}\right\}} / \mu\left(S_{x, h}\right),
$$

where $S_{x, h}$ denotes the sphere centered at $x$ with radius $h$. Notice that $D_{n, h}$ is not a true estimate, because its denominator contains the unknown distribution $\mu$. However, the corresponding plug-in classification rule defined below depends only on the sign of $D_{n, h}(x)$, and so $\mu$ doesn't count. The (naive) kernel classification rule is

$$
g_{n, h}(x)=\left\{\begin{array}{l}
1 \text { if } D_{n, h}(x)>0 \\
0 \text { otherwise }
\end{array}\right.
$$

(cf. Devroye [2], Devroye and Wagner [4], Krzyżak [8], Krzyżak and Pawlak [9]).
If $D$ is Lipschitz continuous and $X$ is bounded then, for the $L_{1}$ error, one has that

$$
\mathbb{E}\left\{\left|D(X)-D_{n, h}(X)\right|\right\} \leq c_{2} h+\frac{c_{3}}{\sqrt{n h^{d}}}
$$

(cf. Györfi et al. [5]), so for the choice

$$
\begin{equation*}
h=n^{-\frac{1}{d+2}}, \tag{7}
\end{equation*}
$$

the $L_{1}$ upper bound implies that

$$
\mathbb{E}\left\{L\left(g_{n, h}\right)\right\}-L^{*} \leq c_{4} n^{-\frac{1}{d+2}}
$$

Because of (6), we have that the excess error probability of any plug-in classification rule has the following decomposition:

$$
\mathbb{E}\left\{L\left(g_{n, h}\right)\right\}-L^{*}=\mathbb{E}\left\{\int_{\left\{\operatorname{sign} D_{n, h}(x) \neq \operatorname{sign} D(x)\right\}}|D(x)| \mu(d x)\right\}=I_{n, h}+J_{n, h}
$$

where

$$
I_{n, h}=\mathbb{E}\left\{\int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D_{n, h}(x) \neq \operatorname{sign} D(x)\right\}}|D(x)| \mu(d x)\right\}
$$

and

$$
J_{n, h}=\mathbb{E}\left\{\int_{\left\{\operatorname{sign} D_{n, h}(x) \neq \operatorname{sign} D(x)=\operatorname{sign} \bar{D}_{h}(x)\right\}}|D(x)| \mu(d x)\right\}
$$

with $\bar{D}_{h}(x)=\mathbb{E}\left\{D_{n, h}(x)\right\} . I_{n, h}$ is called approximation error, while $J_{n, h}$ is the estimation error.

## 4 Approximation error

First we consider the approximation error. The following proposition means that the lower bound of the approximation error is approximately the half of the upper bound. Further, it shows that the bounds of the approximation error are mainly determined by the bandwidth $h$.

## Proposition 1.

$$
\left(\frac{1}{2}+o(1)\right) \bar{I}_{h} \leq I_{n, h} \leq \bar{I}_{h}
$$

where

$$
\bar{I}_{h}=\int_{\left\{\operatorname{sign} \bar{D}_{h}(x) \neq \operatorname{sign} D(x)\right\}}|D(x)| \mu(d x) .
$$

Proof. The upper bound is obvious. The lower bound follows from the central limit theorem, since

$$
\begin{aligned}
& \mathbb{E}\left\{\int_{\left\{0 \geq \bar{D}_{h}(x), D_{n, h}(x) \leq 0<D(x)\right\}}|D(x)| \mu(d x)\right\} \\
& =\int_{\left\{\bar{D}_{h}(x) \leq 0<D(x)\right\}}|D(x)| \mathbb{P}\left\{D_{n, h}(x) \leq 0\right\} \mu(d x) \\
& =\int_{\left\{\bar{D}_{h}(x) \leq 0<D(x)\right\}}|D(x)| \mathbb{P}\left\{D_{n, h}(x)-\bar{D}_{h}(x) \leq-\bar{D}_{h}(x)\right\} \mu(d x) \\
& \geq \int_{\left\{\bar{D}_{h}(x) \leq 0<D(x)\right\}}|D(x)| \mathbb{P}\left\{D_{n, h}(x)-\bar{D}_{h}(x) \leq 0\right\} \mu(d x) \\
& \geq \int_{\left\{\bar{D}_{h}(x) \leq 0<D(x)\right\}}|D(x)|\left(\frac{1}{2}+o(1)\right) \mu(d x),
\end{aligned}
$$

where $o(1)$ is uniform in $x$. This can be seen, for example, using the Berry-Esseen inequality as in the proof of Proposition 2 below. The handling of remaining integral is analogous.

Kohler and Krzyżak [7] bounded the rate of convergence of the excess error probability assuming that $D$ satisfies the weak margin condition and the Lipschitz condition. Further they assume that $X$ has a density which is bounded away from zero:

$$
\begin{equation*}
f(x) \geq c^{\prime}>0 \tag{8}
\end{equation*}
$$

They proved that

$$
\begin{equation*}
\mathbb{E}\left\{L\left(g_{n, h}\right)\right\}-L^{*} \leq c_{5} h^{1+\alpha}+\frac{c_{6}}{n h^{d}} \tag{9}
\end{equation*}
$$

such that, for the choice (7),

$$
\mathbb{E}\left\{L\left(g_{n, h}\right)\right\}-L^{*} \leq c_{7} n^{-\frac{1+\alpha}{d+2}}
$$

In (9) the approximation error is upper bounded by $c_{5} h^{1+\alpha}$. Next we show how it follows from Proposition 1. Denote by

$$
B_{0, h}=\left\{x ; \min _{z \in B_{0}}\|x-z\| \leq h\right\}
$$

the $h$-neighborhood of the decision boundary $B_{0}$ defined by (1). Let $\lambda$ be the Lebesgue measure and let $M^{*}\left(B_{0}\right)$ be the outer surface (Minkowski content) of the decision boundary $B_{0}$ defined by

$$
M^{*}\left(B_{0}\right)=\lim _{h \downarrow 0} \frac{\lambda\left(B_{0, h} \backslash B_{0}\right)}{h} .
$$

Lemma 1. If $D$ satisfies the weak margin condition and the Lipschitz condition, then

$$
\bar{I}_{h} \leq c_{8} h^{1+\alpha}
$$

If $D$ satisfies the Lipschitz condition, the density $f$ of $X$ exists, it is bounded by $f_{\max }$ and $M^{*}\left(B_{0}\right)$ is finite, then

$$
\bar{I}_{h} \leq c_{9} h^{2} .
$$

Proof. If $x \notin B_{0, h}$ then

$$
\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x) .
$$

Therefore

$$
\begin{aligned}
\bar{I}_{h} & =\int_{\left\{\operatorname{sign} \bar{D}_{h}(x) \neq \operatorname{sign} D(x)\right\}}|D(x)| \mu(d x) \\
& =\int_{\left\{\operatorname{sign} \bar{D}_{h}(x) \neq \operatorname{sign} D(x), x \in B_{0, h}\right\}}|D(x)| \mu(d x) .
\end{aligned}
$$

For any fixed $x \in B_{0, h}$, there is a $z_{x} \in B_{0}$ such that $\left\|x-z_{x}\right\| \leq h$, which together with the Lipschitz condition implies that

$$
|D(x)|=\left|D(x)-D\left(z_{x}\right)\right| \leq C h
$$

Thus, by the weak margin condition

$$
\begin{aligned}
\bar{I}_{h} & \leq \int_{\left\{|D(x)| \leq C h, x \in B_{0, h}\right\}}|D(x)| \mu(d x) \\
& \leq \int_{\{|D(x)| \leq C h\}}|D(x)| \mu(d x) \\
& \leq c(C h)^{1+\alpha} .
\end{aligned}
$$

Concerning the second half of the lemma, we have that

$$
\begin{aligned}
\bar{I}_{h} & \leq \int_{\left\{|D(x)| \leq C h, x \in B_{0, h}\right\}}|D(x)| \mu(d x) \\
& \leq C h \int_{\left\{0<|D(x)|, x \in B_{0, h}\right\}} 1 \mu(d x) \\
& =C h \mu\left\{B_{0, h} \backslash B_{0}\right\} \\
& \leq C h f_{\max } \lambda\left\{B_{0, h} \backslash B_{0}\right\} \\
& \leq C c_{10} h^{2} .
\end{aligned}
$$

The technique of the second half of the previous proof implies that $\alpha=1$.
Lemma 2. Let $D$ satisfies the lower Lipschitz inequality at $B_{0}$, which means a $c^{*}>0$ exists, such that for all $t \in[0,1]$ and

$$
x \notin B_{0, c^{*} t}
$$

it follows

$$
|D(x)|>t .
$$

If the density $f$ of $X$ exists, it is bounded by $f_{\max }$, and the outer surface $M^{*}\left(B_{0}\right)$ is finite, then the weak margin condition holds with $\alpha=1$.

Proof. We verify (4) with $\alpha=1$.

$$
\begin{aligned}
& \mathbb{P}\{0<|D(X)| \leq t\} \\
& =\mathbb{P}\left\{0<|D(X)| \leq t, X \in B_{0, c^{*} t} \backslash B_{0}\right\}+\mathbb{P}\left\{0<|D(X)| \leq t, X \notin B_{0, c^{*} t}\right\} \\
& \leq \mathbb{P}\left\{X \in B_{0, c^{*} t} \backslash B_{0}\right\}+\mathbb{P}\{0<|D(X)| \leq t, t<|D(X)|\} \\
& \leq c_{10} c^{*} t .
\end{aligned}
$$

Hall and Kang [6] investigated the bandwidth choice. They assumed that conditional densities exist, which are bounded away from zero. Under twice differentiable conditional densities, they proved that

$$
\begin{equation*}
\mathbb{E}\left\{L\left(g_{n, h}\right)\right\}-L^{*} \leq c_{11} h^{4}+o\left(\frac{1}{n h^{d}}\right) . \tag{10}
\end{equation*}
$$

In (10) the approximation error is upper bounded by $c_{11} h^{4}$. Next we show how it follows from Proposition 1.

Let us introduce some notations:

$$
p_{+}:=\mathbb{P}\{Y=1\}, p_{-}:=\mathbb{P}\{Y=0\}
$$

Assume that the density $f$ of $X$ exists. Let $f_{+}$and $f_{-}$the conditional densities defined by

$$
\mathbb{P}\{X \in A \mid Y=1\}=\int_{A} f_{+}(x) d x
$$

and

$$
\mathbb{P}\{X \in A \mid Y=0\}=\int_{A} f_{-}(x) d x
$$

Then

$$
f(x)=p_{+} \cdot f_{+}(x)+p_{-} \cdot f_{-}(x)
$$

and

$$
D(x)=\frac{\tilde{f}(x)}{f(x)}
$$

where

$$
\tilde{f}(x):=p_{+} \cdot f_{+}(x)-p_{-} \cdot f_{-}(x) .
$$

Moreover,

$$
f_{+}(x)=\frac{f(x) \cdot(1+D(x))}{2 p_{+}}, f_{-}(x)=\frac{f(x) \cdot(1-D(x))}{2 p_{-}} .
$$

Lemma 3. Assume that $\tilde{f}$ is two-times differentiable with bounded second order partial derivatives. If $D$ satisfies the weak margin condition and the density $f$ is bounded below by $f_{\text {min }}$, then

$$
\bar{I}_{h} \leq c_{12} h^{2(1+\alpha)}
$$

Proof. Let $H_{\tilde{f}}$ be the Hessian-matrix of $\tilde{f}$. Then the conditions of the lemma imply that

$$
\begin{equation*}
\sup _{0 \leq t \leq 1}\left|(x-z)^{T} H_{\tilde{f}}(x+t(z-x))(x-z)\right| \leq c_{13}\|x-z\|^{2} \tag{11}
\end{equation*}
$$

with $0<c_{13}<\infty$. We have the decomposition

$$
\begin{aligned}
\bar{D}_{h}(x) & =\frac{\int_{S_{x, h}} D(z) \mu(d z)}{\mu\left(S_{x, h}\right)} \\
& =\frac{\int_{S_{x, h}} \frac{\tilde{f}(z)}{f(z)} f(z) d z}{\mu\left(S_{x, h}\right)} \\
& =\frac{\int_{S_{x, h}}(\tilde{f}(z)-\tilde{f}(x)) d z}{\mu\left(S_{x, h}\right)}+\frac{\tilde{f}(x) \lambda\left(S_{x, h}\right)}{\mu\left(S_{x, h}\right)} \\
& =\frac{\int_{S_{x, h}}(\tilde{f}(z)-\tilde{f}(x)) d z}{\mu\left(S_{x, h}\right)}+D(x) \frac{f(x) \lambda\left(S_{x, h}\right)}{\mu\left(S_{x, h}\right)} .
\end{aligned}
$$

The second order Taylor expansion

$$
\tilde{f}(z)-\tilde{f}(x)=(z-x)^{T} \nabla \tilde{f}(x)+(z-x)^{T} H_{\tilde{f}}\left(\tilde{x}_{z}\right)(z-x) / 2
$$

with $\tilde{x}_{z} \in S_{x, h}$ implies that

$$
\begin{aligned}
& \bar{D}_{h}(x) \\
& =\frac{\int_{S_{x, h}}\left((z-x)^{T} \nabla \tilde{f}(x)+(z-x)^{T} H_{\tilde{f}}\left(\tilde{x}_{z}\right)(z-x) / 2\right) d z}{\mu\left(S_{x, h}\right)}+D(x) \frac{f(x) \lambda\left(S_{x, h}\right)}{\mu\left(S_{x, h}\right)} \\
& =\frac{\int_{S_{x, h}}(z-x)^{T} H_{\tilde{f}}\left(\tilde{x}_{z}\right)(z-x) / 2 d z}{\mu\left(S_{x, h}\right)}+D(x) \frac{f(x) \lambda\left(S_{x, h}\right)}{\mu\left(S_{x, h}\right)} .
\end{aligned}
$$

Therefore, from (11) we get that

$$
\bar{D}_{h}(x) \geq-\frac{c_{13} h^{2} \lambda\left(S_{x, h}\right) / 2}{\mu\left(S_{x, h}\right)}+D(x) \frac{f(x) \lambda\left(S_{x, h}\right)}{\mu\left(S_{x, h}\right)}
$$

Thus, for $D(x) \geq 0>\bar{D}_{h}(x)$, we have

$$
|D(x)| \leq \frac{c_{13} h^{2}}{2 f(x)} \leq \frac{c_{13} h^{2}}{2 f_{\min }}
$$

The same inequality holds for $D(x)<0 \leq \bar{D}_{h}(x)$. From the weak margin condition we get

$$
\begin{aligned}
\bar{I}_{h} & \left.=\int\left\{\operatorname{sign}\left(\bar{D}_{h}(x)\right) \neq \operatorname{sign}(D(x)), x \in B_{0, h}\right\}\right\}^{|D(x)| \mu(d x)} \\
& \leq \int_{\left\{|D(x)| \leq \frac{c_{13} h^{2}}{2 f_{\text {min }}}\right\}}|D(x)| \mu(d x) \\
& \leq c_{12} h^{2(1+\alpha)} .
\end{aligned}
$$

Under the assumption of Lemma 2 we have that the weak margin condition holds with $\alpha=1$. Hence by Lemma 3 and Proposition 1 we get that the approximation error $I_{n, h}$ is upper bounded by a multiple of $h^{4}$.

The question left is that whether the upper bounds in Lemmas 1 and 3 are tight. Consider some examples, where $\alpha=1$ and $\bar{I}_{h}$ can be calculated showing that the order of the lower bounds have the order of the upper bounds.

Example 1. Assume that $f$ is the uniform density on $[-1,1]^{d}$. Let $h<1, \beta \geq 1$, $a>0, b>0, a+b<1$. Choose

$$
p_{+}=\frac{1}{2}+\frac{b}{4(\beta+1)}
$$

and

$$
D(x)=a x_{1}+b x_{1}^{\beta} \cdot \mathbb{I}_{(0,1]}\left(x_{1}\right)
$$

where $x=\left(x_{1}, \ldots, x_{d}\right)$. Then

$$
\begin{aligned}
\tilde{f}(x) & =\frac{a x_{1}+b x_{1}^{\beta} \cdot \mathbb{I}_{(0,1]}\left(x_{1}\right)}{2^{d}} \cdot \mathbb{I}_{[-1,1]^{d}}(x) \\
f_{+}(x) & =\frac{1+a x_{1}+b x_{1}^{\beta} \cdot \mathbb{I}_{(0,1]}\left(x_{1}\right)}{2^{d+1} p_{+}} \cdot \mathbb{I}_{[-1,1]^{d}}(x) \\
f_{-}(x) & =\frac{1-a x_{1}-b x_{1}^{\beta} \cdot \mathbb{I}_{(0,1]}\left(x_{1}\right)}{2^{d+1} p_{-}} \cdot \mathbb{I}_{[-1,1]^{d}}(x) .
\end{aligned}
$$

One can check that $D$ satisfies the weak margin condition with $\alpha=1$. If $x_{1}>0$ then $\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)$. Let $V_{d}$ be the volume of the $d$-dimensional unit sphere, i.e. $V_{d}=\pi^{d / 2} / \Gamma(d / 2+1)$. For $-h<x_{1} \leq 0$

$$
\begin{aligned}
& \int_{S_{x, h}} D(x) \mu(d x)=\int_{S_{x, h}} \frac{a x_{1}+a\left(z_{1}-x_{1}\right)+b z_{1}^{\beta} \cdot \mathbb{I}_{(0,1]}\left(z_{1}\right)}{2^{d}} \cdot \mathbb{I}_{[-1,1]^{d}}(z) d z \\
& =\frac{a V_{d}}{2^{d}} h^{d} x_{1}+\int_{x_{1}-h}^{x_{1}+h} \frac{a\left(z_{1}-x_{1}\right)+b z_{1}^{\beta} \cdot \mathbb{I}_{(0,1]}\left(z_{1}\right)}{2^{d}} V_{d-1}\left(h^{2}-\left(z_{1}-x_{1}\right)^{2}\right)^{(d-1) / 2} d z_{1} \\
& =\frac{a V_{d}}{2^{d}} h^{d} x_{1}+\frac{b V_{d-1}}{2^{d}} \int_{0}^{x_{1}+h} z_{1}^{\beta}\left(h^{2}-\left(z_{1}-x_{1}\right)^{2}\right)^{(d-1) / 2} d z_{1} \\
& \leq \frac{a V_{d}}{2^{d}} h^{d} x_{1}+\frac{b V_{d-1}}{2^{d}} h^{d-1} \int_{0}^{x_{1}+h} z_{1}^{\beta} d z_{1} \\
& \leq \frac{h^{d-1}}{2^{d}}\left(a V_{d} h x_{1}+\frac{b V_{d-1}}{\beta+1} h^{\beta+1}\right) .
\end{aligned}
$$

And we have a lower bound by

$$
\begin{aligned}
& \int_{S_{x, h}} D(x) \mu(d x)=\frac{a V_{d}}{2^{d}} h^{d} x_{1}+\frac{b V_{d-1}}{2^{d}} \int_{0}^{x_{1}+h} z_{1}^{\beta}\left(h^{2}-\left(z_{1}-x_{1}\right)^{2}\right)^{(d-1) / 2} d z_{1} \\
& =\frac{a V_{d}}{2^{d}} h^{d} x_{1}+\frac{b V_{d-1}}{2^{d}} \int_{0}^{h} \mathbb{I}_{\left(-x_{1}, \infty\right)}\left(\tilde{z}_{1}\right)\left(\tilde{z}_{1}+x_{1}\right)^{\beta}\left(h^{2}-\tilde{z}_{1}^{2}\right)^{(d-1) / 2} d \tilde{z}_{1} \\
& =\frac{a V_{d}}{2^{d}} h^{d} x_{1}+\frac{b V_{d-1}}{2^{d}} \int_{0}^{h}\left(\mathbb{I}_{(0, \infty)}\left(\tilde{z}_{1}\right) \tilde{z}_{1}^{\beta}\left(h^{2}-\tilde{z}_{1}^{2}\right)^{(d-1) / 2}\right. \\
& \left.\quad+x_{1} \mathbb{I}_{\left(-\tilde{x}_{1}, \infty\right)}\left(\tilde{z}_{1}\right) \beta\left(\tilde{z}_{1}+\tilde{x}_{1}\right)^{\beta-1}\left(h^{2}-\tilde{z}_{1}^{2}\right)^{(d-1) / 2}\right) d \tilde{z}_{1} \\
& \geq \frac{a V_{d}}{2^{d}} h^{d} x_{1}+\frac{b V_{d-1}}{2^{d}} \int_{0}^{h}\left(\tilde{z}_{1}^{\beta}\left(h^{2}-\tilde{z}_{1}^{2}\right)^{(d-1) / 2}+x_{1} \beta \tilde{z}_{1}^{\beta-1} h^{d-1}\right) d \tilde{z}_{1} \\
& \geq \frac{a V_{d}}{2^{d}} h^{d} x_{1}+\frac{b V_{d-1}^{2}}{2^{d}}\left(\int_{0}^{h / 2} \tilde{z}_{1}^{\beta}\left(h^{2}-(h / 2)^{2}\right)^{(d-1) / 2} d \tilde{z}_{1}\right. \\
& \left.\quad+\int_{h / 2}^{h}(h / 2)^{\beta-1} \tilde{z}_{1}\left(h^{2}-\tilde{z}_{1}^{2}\right)^{(d-1) / 2} d \tilde{z}_{1}+x_{1} h^{d}\right)
\end{aligned}
$$

$$
\begin{aligned}
=\frac{a V_{d}}{2^{d}} h^{d} x_{1}+ & \frac{b V_{d-1}}{2^{d}}\left(\frac{1}{\beta+1}(h / 2)^{\beta+1}\left(h^{2}-(h / 2)^{2}\right)^{(d-1) / 2}\right. \\
& \left.+(h / 2)^{\beta-1}\left(h^{2}-(h / 2)^{2}\right)^{(d+1) / 2} \frac{1}{d+1}+x_{1} h^{d}\right) \\
= & \frac{h^{d-1}}{2^{d}}\left(\left(a V_{d}+b V_{d-1}\right) h x_{1}+b V_{d-1}\left(\frac{(3 / 4)^{(d-1) / 2}}{(\beta+1) 2^{\beta+1}}+\frac{(3 / 4)^{(d+1) / 2}}{(d+1) 2^{\beta-1}}\right) h^{\beta+1}\right)
\end{aligned}
$$

For the notations

$$
\begin{aligned}
c_{14} & =\frac{b V_{d-1}}{a V_{d}+b V_{d-1}}\left(\frac{(3 / 4)^{(d-1) / 2}}{(\beta+1) 2^{\beta+1}}+\frac{(3 / 4)^{(d+1) / 2}}{(d+1) 2^{\beta-1}}\right) \\
c_{15} & =\frac{b V_{d-1}}{a V_{d} \cdot(\beta+1)}
\end{aligned}
$$

we get that

$$
-c_{14} h^{\beta}<x_{1} \quad \Longrightarrow \quad \bar{D}_{h}(x)>0 \quad \Longrightarrow \quad-c_{15} \cdot h^{\beta}<x_{1}
$$

Therefore

$$
\begin{aligned}
\bar{I}_{h} & =\int_{\left\{\operatorname{sign} \bar{D}_{h}(x) \neq \operatorname{sign} D(x)\right\}}|D(x)| \mu(d x) \\
& \geq \int_{-c_{14} \cdot h^{\beta}}^{0} \int_{[-1,1]^{d-1}}-\frac{a}{2^{d}} x_{1} d\left(x_{2}, \ldots x_{d}\right) d x_{1}=\frac{a c_{14}^{2}}{4} \cdot h^{2 \beta}
\end{aligned}
$$

Analogously

$$
\frac{a c_{14}^{2}}{4} \cdot h^{2 \beta} \leq \bar{I}_{h} \leq \frac{a c_{15}^{2}}{4} \cdot h^{2 \beta}
$$

- If $\beta=1$, then $D, \tilde{f}, f_{+}$and $f_{-}$are Lipschitz continuous and

$$
\bar{I}_{h} \geq c_{16} h^{2}
$$

- If $\beta=1+\epsilon / 2$ for $\epsilon>0$, then $D, \tilde{f}, f_{+}$and $f_{-}$are continuously differentiable and

$$
\bar{I}_{h} \geq c_{17} h^{2+\epsilon}
$$

- If $\beta=2+\epsilon / 2$ for $\epsilon>0$, then $D, \tilde{f}, f_{+}$and $f_{-}$are two times continuously differentiable and

$$
\bar{I}_{h} \geq c_{18} h^{4+\epsilon}
$$

## 5 Estimation error

Next we consider the estimation error. Introduce the notations

$$
N_{x, h}=\frac{\mu\left(S_{x, h}\right) \bar{D}_{h}(x)^{2}}{1-\mu\left(S_{x, h}\right) \bar{D}_{h}(x)^{2}}
$$

and

$$
R_{x, h}=\frac{c_{19}}{\sqrt{\mu\left(S_{x, h}\right)\left(1-\mu\left(S_{x, h}\right) \bar{D}_{h}(x)^{2}\right)^{3}}}
$$

with a universal constant $c_{19}>0$. Put

$$
\bar{J}_{n, h}=\int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{n \cdot N_{x, h}}\right) \mu(d x),
$$

where $\Phi$ stands for the standard Gaussian distribution function.
Proposition 2. We have that

$$
\left|J_{n, h}-\bar{J}_{n, h}\right| \leq \int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}} \frac{R_{x, h} \cdot|D(x)|}{\sqrt{n}+n^{2} N_{x, h}^{3 / 2}} \mu(d x) .
$$

Put $\varepsilon>0$. If the density of $X$ exists then, for $h$ small enough,

$$
\begin{aligned}
& \int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{(1+\varepsilon) n \cdot \mu\left(S_{x, h}\right)}\left|\bar{D}_{h}(x)\right|\right) \mu(d x) \\
& \leq \bar{J}_{n, h} \\
& =\int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{n \cdot \mu\left(S_{x, h}\right)}\left|\bar{D}_{h}(x)\right|\right) \mu(d x),
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}} \frac{R_{x, h} \cdot|D(x)|}{\sqrt{n}+n^{2} N_{x, h}^{3 / 2}} \mu(d x) \\
& \leq \int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}} \frac{2 c_{19} \cdot|D(x)|}{\sqrt{n \mu\left(S_{x, h}\right)}\left(1+\left(\sqrt{n \cdot \mu\left(S_{x, h}\right) \mid} \bar{D}_{h}(x) \mid\right)^{3}\right)} \mu(d x)
\end{aligned}
$$

with a universal constant $c_{19}>0$.
Proof. First we show the following: For fixed $x$ and $h$, under $0<\bar{D}_{h}(x)$ we have that

$$
\left|\mathbb{P}\left\{D_{n, h}(x) \leq 0\right\}-\Phi\left(-\sqrt{n \cdot N_{x, h}}\right)\right| \leq \frac{R_{x, h}}{\sqrt{n}+n^{2} N_{x, h}^{3 / 2}},
$$

which implies the first half of the proposition. (The case $\bar{D}_{h}(x) \leq 0$ and $D_{n, h}(x)>0$ is completely analogous.) Introduce the notation

$$
Z_{i}=-\left(2 Y_{i}-1\right) \mathbb{I}_{\left\{X_{i} \in S_{x, h}\right\}} .
$$

Then
$\mathbb{P}\left\{D_{n, h}(x) \leq 0\right\}=\mathbb{P}\left\{\sum_{i=1}^{n} Z_{i} \geq 0\right\}=\mathbb{P}\left\{\frac{\sum_{i=1}^{n}\left(Z_{i}-\mathbb{E}\left\{Z_{i}\right\}\right)}{\sqrt{n \operatorname{Var}\left(Z_{1}\right)}} \geq-\frac{\sqrt{n \mathbb{E}}\left\{Z_{1}\right\}}{\sqrt{\operatorname{Var}\left(Z_{1}\right)}}\right\}$.

Because of

$$
\mathbb{V} \operatorname{ar}\left(Z_{1}\right)=\mathbb{E}\left\{\left|Z_{1}\right|^{2}\right\}-\left(\mathbb{E}\left\{Z_{1}\right\}\right)^{2}=\mu\left(S_{x, h}\right)-\mu\left(S_{x, h}\right)^{2} \bar{D}_{h}(x)^{2}
$$

and by $0<\bar{D}_{h}(x)$ we have that

$$
\frac{\mathbb{E}\left\{Z_{1}\right\}}{\sqrt{\operatorname{Var}\left(Z_{1}\right)}}=-\frac{\sqrt{\mu\left(S_{x, h}\right)} \bar{D}_{h}(x)}{\sqrt{1-\mu\left(S_{x, h}\right) \bar{D}_{h}(x)^{2}}}=-\sqrt{N_{x, h}}
$$

Therefore the central limit theorem for the probability $\mathbb{P}\left\{D_{n, h}(x) \leq 0\right\}$ implies that

$$
\mathbb{P}\left\{D_{n, h}(x) \leq 0\right\}=\mathbb{P}\left\{-\frac{\sum_{i=1}^{n}\left(Z_{i}-\mathbb{E}\left\{Z_{i}\right\}\right)}{\sqrt{n \mathbb{V} \operatorname{ar}\left(Z_{1}\right)}} \leq-\sqrt{n N_{x, h}}\right\} \approx \Phi\left(-\sqrt{n N_{x, h}}\right)
$$

Notice that it is only an approximation. In order to make bounds out of the normal approximation, we refer to Berry-Esseen type central limit theorem (see Theorem 14 in Petrov [12]). Thus,

$$
\left|\mathbb{P}\left\{D_{n, h}(x) \leq 0\right\}-\Phi\left(-\sqrt{n N_{x, h}}\right)\right| \leq \frac{c_{19} \frac{\mathbb{E}\left\{\left|Z_{1}\right|^{3}\right\}}{\operatorname{Var}\left(Z_{1}\right)^{3 / 2}}}{\sqrt{n}\left(1+\left(\sqrt{n N_{x, h}}\right)^{3}\right)}
$$

with the universal constant $30.84 \geq c_{19}>0$ (cf. Michel [11]). Because of $\mathbb{E}\left\{\left|Z_{1}\right|^{3}\right\}=\mu\left(S_{x, h}\right)$ we get that

$$
c_{19} \frac{\mathbb{E}\left\{\left|Z_{1}\right|^{3}\right\}}{\operatorname{Var}\left(Z_{1}\right)^{3 / 2}}=\frac{c_{19}}{\mu\left(S_{x, h}\right)^{1 / 2}\left(1-\mu\left(S_{x, h}\right) \bar{D}_{h}(x)^{2}\right)^{3 / 2}}=R_{x, h},
$$

hence

$$
\left|\mathbb{P}\left\{D_{n, h}(x) \leq 0\right\}-\Phi\left(-\sqrt{n N_{x, h}}\right)\right| \leq \frac{R_{x, h}}{\sqrt{n}\left(1+\left(n \cdot N_{x, h}\right)^{3 / 2}\right)}
$$

Concerning the second half of the proposition notice that if the density of $X$ exists then

$$
R_{x, h} \leq \frac{2 c_{19}}{\sqrt{\mu\left(S_{x, h}\right)}}
$$

and, for any $\varepsilon>0$,

$$
\mu\left(S_{x, h}\right) \bar{D}_{h}(x)^{2} \leq N_{x, h} \leq(1+\varepsilon) \mu\left(S_{x, h}\right) \bar{D}_{h}(x)^{2}
$$

if $h$ is small enough.
Next we show that the upper bound of the error term in the second half in Proposition 2 is of order $o\left(\frac{1}{n h_{n}^{d}}\right)$.

Lemma 4. Assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} h_{n}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} n h_{n}^{d}=\infty \tag{12}
\end{equation*}
$$

and that there is a $\tilde{c}>0$ such that sign $\bar{D}_{h}(x)=\operatorname{sign} D(x)$ implies $\left|\bar{D}_{h}(x)\right| \geq$ $\tilde{c}|D(x)|$. If $X$ has a density $f$ with bounded support then

$$
\begin{align*}
A_{n} & :=\int_{\left\{\operatorname{sign} \bar{D}_{h_{n}}(x)=\operatorname{sign} D(x)\right\}} \frac{|D(x)|}{\sqrt{n \mu\left(S_{x, h_{n}}\right)\left(1+\left(\sqrt{n \mu\left(S_{\left.x, h_{n}\right)}\right)}\left|\bar{D}_{h_{n}}(x)\right|\right)^{3}\right)} \mu(d x)} \\
& =o\left(\frac{1}{n h_{n}^{d}}\right) . \tag{13}
\end{align*}
$$

Proof. Let $B$ be the bounded support of $f$. Then $f(x)>0$ on $B$ and $f(x)=0$ on $B^{c}$. Introduce the notation

$$
f_{n}(x)=\frac{\mu\left(S_{x, h_{n}}\right)}{\lambda\left(S_{x, h_{n}}\right)}
$$

where $\lambda$ stands for the Lebesgue measure. Under the conditions of the lemma we have that

$$
\begin{aligned}
A_{n} & \leq \int \frac{|D(x)|}{\sqrt{n \mu\left(S_{x, h_{n}}\right)}\left(1+\left(\sqrt{n \mu\left(S_{x, h_{n}}\right)} \tilde{c}|D(x)|\right)^{3}\right)} \mu(d x) \\
& =\int \frac{|D(x)|}{\sqrt{n \lambda\left(S_{x, h_{n}}\right) f_{n}(x)}\left(1+\left(\sqrt{n \lambda\left(S_{x, h_{n}}\right) f_{n}(x)} \tilde{c}|D(x)|\right)^{3}\right)} \mu(d x) \\
& =\int \frac{1}{f_{n}(x)} \frac{1}{\tilde{c} n \lambda\left(S_{\left.x, h_{n}\right)}\right.} \frac{\sqrt{n \lambda\left(S_{\left.x, h_{n}\right) f_{n}(x)}\right)}|D(x)|}{1+\left(\sqrt{n \lambda\left(S_{x, h_{n}}\right) f_{n}(x)} \tilde{c}|D(x)|\right)^{3}} \mu(d x) \\
& =\frac{1}{\tilde{c} n h_{n}^{d} V_{d}} \int_{B} \frac{f(x)}{f_{n}(x)} r_{n}(x) d x
\end{aligned}
$$

with

$$
r_{n}(x)=\frac{\sqrt{n \lambda\left(S_{x, h_{n}}\right) f_{n}(x)} \tilde{c}|D(x)|}{1+\left(\sqrt{n \lambda\left(S_{x, h_{n}}\right) f_{n}(x)} \tilde{c}|D(x)|\right)^{3}} .
$$

Thus, we have to show that

$$
\int_{B} \frac{f(x)}{f_{n}(x)} r_{n}(x) d x \rightarrow 0
$$

By the Lebesgue density theorem $f_{n}(x) \rightarrow f(x)$ and therefore $f_{n}(x) / f(x) \rightarrow 1$ $\lambda$ - a.e. on $B$, and so $r_{n}(x) \rightarrow 0$ - a.e. on $B$. Moreover, this convergence is dominated:

$$
r_{n}(x) \leq \max _{0 \leq u} \frac{u}{1+u^{3}}=: r_{\max }
$$

Thus,

$$
\int_{B} r_{n}(x) d x \rightarrow 0 .
$$

Apply the decomposition

$$
\begin{aligned}
\int_{B} \frac{f(x)}{f_{n}(x)} r_{n}(x) d x & \leq \int_{B}\left|\frac{f(x)}{f_{n}(x)}-1\right| r_{n}(x) d x+\int_{B} r_{n}(x) d x \\
& \leq r_{\max } \int_{B}\left|\frac{f(x)}{f_{n}(x)}-1\right| d x+o(1)
\end{aligned}
$$

In order to prove

$$
\begin{equation*}
\int_{B}\left|\frac{f(x)}{f_{n}(x)}-1\right| d x \rightarrow 0 \tag{14}
\end{equation*}
$$

we refer to the Riesz-Vitali-Scheffé theorem, according to which (14) is satisfied if

$$
\begin{gathered}
\frac{f}{f_{n}} \geq 0 \\
\frac{f}{f_{n}} \rightarrow 1 \quad \lambda \text { - a.e. on } B,
\end{gathered}
$$

and

$$
\begin{equation*}
\int_{B} \frac{f(x)}{f_{n}(x)} d x \rightarrow \int_{B} 1 d x=\lambda(B) \tag{15}
\end{equation*}
$$

Thus, it remains to show (15). By the generalized Lebesgue density theorem (cf. Lemma 24.5 in Györfi et al. [5]), for each $\mu$-integrable function $m$

$$
\int_{B}\left|\frac{\int_{S_{x, h_{n}}} m(z) \mu(d z)}{\mu\left(S_{x, h_{n}}\right)}-m(x)\right| \mu(d x) \rightarrow 0
$$

Therefore

$$
\int_{B} \frac{\int_{S_{x, h_{n}}} m(z) \mu(d z)}{\mu\left(S_{x, h_{n}}\right)} \mu(d x) \rightarrow \int_{B} m(x) \mu(d x)
$$

Choose

$$
m(x)=\frac{1}{f(x)}, x \in B
$$

Then

$$
\int_{B} \frac{f(x)}{f_{n}(x)} d x=\int_{B} \frac{\int_{S_{x, h_{n}}} m(z) \mu(d z)}{\mu\left(S_{x, h_{n}}\right)} \mu(d x) \rightarrow \int_{B} m(x) \mu(d x)=\int_{B} 1 d x=\lambda(B),
$$

and the lemma is proved.
As we already mentioned, using Hoeffding and Bernstein inequalities Kohler and Krzyżak [7] proved that under the condition (8) we have

$$
\begin{equation*}
J_{n, h_{n}} \leq \frac{c_{6}}{n h_{n}^{d}} \tag{16}
\end{equation*}
$$

with $c_{6}<\infty$.
We believe that applying Proposition 2 the condition (8) can be weakened such that the following conjecture holds: If $X$ is bounded and it has a density then we have (16).

Because of Lemma 4, this conjecture means that

$$
\begin{equation*}
\int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{n \mu\left(S_{x, h_{n}}\right)}\left|\bar{D}_{h_{n}}(x)\right|\right) \mu(d x) \leq \frac{c_{6}}{n h_{n}^{d}} . \tag{17}
\end{equation*}
$$

Concerning a possible way to prove (17) we may apply the covering argument of (5.1) in Györfi et al. [5], which says that for bounded $X$,

$$
\int \frac{1}{\mu\left(S_{x, h_{n}}\right)} \mu(d x) \leq \frac{c_{20}}{h_{n}^{d}}
$$

The bounded support of $X$ can be covered by spheres $S_{x_{j}, h_{n} / 2}, j=1, \ldots, M_{n}$ such that $M_{n} \leq c_{21} / h_{n}^{d}$. Let $S_{x, h_{n}}^{\prime}=S_{x, h_{n}} \cap\left\{y: \operatorname{sign} \bar{D}_{h_{n}}(y)=\operatorname{sign} D(y)\right\}$. If $x \in S_{x_{j}, h_{n} / 2}^{\prime}$ then $S_{x_{j}, h_{n} / 2}^{\prime} \subseteq S_{x, h_{n}}^{\prime}$. For (17),

$$
\begin{aligned}
& \int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{n \mu\left(S_{x, h_{n}}\right)}\left|\bar{D}_{h_{n}}(x)\right|\right) \mu(d x) \\
& \leq \sum_{j=1}^{M_{n}} \int_{S_{x_{j}, h_{n} / 2}^{\prime}}|D(x)| \Phi\left(-\sqrt{n \mu\left(S_{x, h_{n}}\right)} \bar{D}_{h_{n}}(x) \mid\right) \mu(d x) \\
& \leq \sum_{j=1}^{M_{n}} \int_{S_{x_{j}, h_{n} / 2}^{\prime}}|D(x)| \Phi\left(-\sqrt{n \mu\left(S_{x_{j}, h_{n} / 2}\right)}\left|\bar{D}_{h_{n}}(x)\right|\right) \mu(d x) \\
& \leq \frac{1}{n} \sum_{j=1}^{M_{n}} \int_{S_{x_{j}, h_{n} / 2}^{\prime}} n|D(x)| e^{-n \mu\left(S_{x_{j}, h_{n} / 2}\right)\left|\bar{D}_{h_{n}}(x)\right|^{2} / 2} \mu(d x) \\
& \leq \frac{1}{n} \sum_{j=1}^{M_{n}} \int_{S_{x_{j}, h_{n} / 2}^{\prime}} n|D(x)| e^{-n \mu\left(S_{x_{j}, h_{n} / 2}\right) \tilde{c}^{2}|D(x)|^{2} / 2} \mu(d x),
\end{aligned}
$$

where the last inequality follows by the assumptions of Lemma 4. If

$$
\sup _{j} \int_{S_{x_{j}, h_{n} / 2}^{\prime}} n|D(x)| e^{-n \mu\left(S_{x_{j}, h_{n} / 2}\right) \tilde{c}^{2}|D(x)|^{2} / 2} \mu(d x)<\infty
$$

then
$\int_{\left\{\operatorname{sign} \bar{D}_{h}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{n \mu\left(S_{x, h_{n}}\right)}\left|\bar{D}_{h_{n}}(x)\right|\right) \mu(d x) \leq c_{22} \frac{M_{n}}{n} \leq \frac{c_{6}}{n h_{n}^{d}}$.

Example 2. Notice that the upper bound in (16) is tight. As in the Example 1, if $\mu$ is the uniform distribution and

$$
D(x)=x_{1}
$$

then $\operatorname{sign} \bar{D}_{h_{n}}(x)=\operatorname{sign} D(x)$ and $\left|\bar{D}_{h_{n}}(x)\right|=|D(x)|$ for $h_{n}<1 / 2$ and $\left|x_{1}\right|<$ $1 / 2$. Thus

$$
\begin{aligned}
& J_{n, h_{n}} \\
& \geq \int_{\left\{\operatorname{sign} \bar{D}_{h_{n}}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{(1+\varepsilon) n \mu\left(S_{x, h_{n}}\right)}\left|\bar{D}_{h_{n}}(x)\right|\right) \mu(d x) \\
& \geq \int_{0}^{1 / 2} z \Phi\left(-\sqrt{(1+\varepsilon) V_{d} n h_{n}^{d} 2^{-d}} z\right) d z \\
& =\frac{1}{(1+\varepsilon) V_{d} n h_{n}^{d} 2^{-d}} \int_{0}^{\sqrt{(1+\varepsilon) V_{d} n h_{n}^{d} 2^{-d}} / 2} u \Phi(-u) d u \\
& =\frac{1}{(1+\varepsilon) V_{d} n h_{n}^{d} 2^{-d}}\left(\int_{0}^{\infty} u \Phi(-u) d u+o(1)\right) \\
& \geq \frac{c_{23}}{n h_{n}^{d}},
\end{aligned}
$$

with $0<c_{23}$. Hall and Kang [6] proved that if $X$ has a density, bounded from above and from below then

$$
J_{n, h_{n}}=o\left(\frac{1}{n h_{n}^{d}}\right)
$$

which contradicts the lower bound $\frac{c_{23}}{n h_{n}^{d}}$.
In general, we conjecture the following: If $X$ has a density, which is bounded by $f_{\text {max }}$, then

$$
\frac{c_{24}}{n h_{n}^{d}} \leq J_{n, h_{n}}
$$

with $0<c_{24}$. This conjecture is supported by the fact that

$$
\mu\left(S_{x, h_{n}}\right) \leq f_{\max } V_{d} h_{n}^{d}
$$

Therefore

$$
\begin{aligned}
& \int_{\left\{\operatorname{sign} \bar{D}_{h_{n}}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{(1+\varepsilon) n \mu\left(S_{x, h_{n}}\right)}\left|\bar{D}_{h_{n}}(x)\right|\right) \mu(d x) \\
& \geq \int_{\left\{\operatorname{sign} \bar{D}_{h_{n}}(x)=\operatorname{sign} D(x)\right\}}|D(x)| \Phi\left(-\sqrt{(1+\varepsilon) n f_{\max } V_{d} h_{n}^{d}}\left|\bar{D}_{h_{n}}(x)\right|\right) \mu(d x) .
\end{aligned}
$$

## 6 Conclusion

We presented tight upper bounds for the rate of convergence of the error probability of kernel classification rule. Decomposing the excess error probability into the sum of approximation and estimation error, we derived approximate formulas both for approximation error and estimation error.

Under weak margin condition with $\alpha$ and Lipschitz condition on the regression function $D$, Kohler and Krzyżak [7] showed that the approximation error $I_{n, h}$ is upper bounded by $c_{5} h^{\alpha+1}$. If, in addition, the conditional densities are twice continuously differentiable, then we proved that $I_{n, h} \leq c_{12} h^{2(\alpha+1)}$. Furthermore, we present an example, according to which these upper bounds are tight. Under the assumption that the Minkowski content of the decision boundary is finite and the lower Lipschitz inequality holds, the weak margin condition holds with $\alpha=1$. Hence we get the upper bound $I_{n, h} \leq c_{11} h^{4}$ as in Hall and Kang [6] as a special case.

If $X$ has a lower bounded density, then Kohler and Krzyżak proved the upper bound on the estimation error: $J_{n, h} \leq c_{6} /\left(n h^{d}\right)$. We show that this upper bound is tight, too.
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